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Festschrift in honor of Lars Borin






Preface

This volume is dedicated to Lars Borin, who for many years has been our dear colleague and an inspiring
scientific leader.

Lars Borin, born on February 2, 1957, is a professor of Natural Language Processing at the University
of Gothenburg, and a co-director of the R&D unit Sprakbanken Text at the same university. He is also
the director of Nationella sprakbanken, a Swedish nationwide e-infrastructure for language technology,
and the director of the Swedish node of CLARIN ERIC, an EU infrastructure for language technology.

Lars’ research activities are directed at the development of language resources and tools for all con-
temporary and historical varieties of written Swedish. Methodological and theoretical links between gen-
eral linguistics and NLP are one of his central research interests. Such links are crucial both for linguistic
research and for the incorporation of the knowledge gained through this research into increasingly sophis-
ticated language processing systems. He specializes in many fields, the most prominent being language
technology infrastructure, digital language resources, digital historical linguistics, computational lexi-
cography, lexical semantics, language typology, digital humanities, computer-assisted language learning,
multi-word expressions, and text corpora. Lars is well-known for his work at Sprakbanken Text, where
he has been and still is a mastermind and driving force behind making large collections of corpora and
computer-readable lexicons of modern and historical Swedish. He has always been concerned about mak-
ing all of the resources openly available for users, both for download and for searches through web search
interfaces. Over the course of his career, he has strengthened the status of Swedish language technology
in Sweden and in the world. Thanks to his efforts, Sprakbanken’s resources and tools have become the
source for developing state-of-the-art methods in various research fields such as Swedish linguistics,
computational linguistics, historical linguistics, digital humanities and social science, history, language
acquisition, and many others.

It is with great pleasure that we present Lars with this Festschrift to honor his lasting contributions,
nationally and internationally, and to highlight his importance to his friends and colleagues at the Uni-
versity of Gothenburg and elsewhere in the world. The Tabula Gratulatoria included in this volume lists
the names of many friends and colleagues, albeit certainly not all, who want to join in paying tribute to
Lars on his 65th anniversary. The contributions to the Festschrift reflect only a fraction of Lars’ scientific
interests. They come from his friends and colleagues around the world and deal with topics that have been
—in one way or another — inspired by his work. A common theme for the articles is the never-ending need
to learn, which is alluded to in the title of the volume, Live and Learn.

Gothenburg, November 2022
The editors
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Att vara Lars: Nagra tankar om sprakteknologi och socioonomastik

Lars Ahrenberg
Institutionen for datavetenskap
LinkOpings universitet, Sverige

lars.ahrenberg@liu.se

Abstract

Since the SweClarin project began in 2015 its resources in terms of data and tools have been
used in many different projects including linguistics. A research area where they have been less
employed is the study of names. In this paper I suggest that language technology and general
corpora can be used to contribute to the sociological study of personal names and offer a few
examples. As is fit for the occasion I take Lars as the point of departure.

1 Namnforskning och sprakteknologi

Namnforskning r ett forskningsomrade med langa anor. Om det traditionellt hade ett fokus pa ortnamn
och etymologier har omradet vidgats och omfattar i dag méanga olika slags namn och beforskas med olika
metoder. Ett livaktigt delomride #r socioonomastiken, eller det sociolingvistiska studiet av namn.! Aven
om antalet forskare r litet har pa senare tid ett antal initiativ tagits for att utveckla omradet i Norden. Till
den samarbetskommitté, NORNA, som funnits sedan 1971 finns nu ett forskarnitverk, New Trends in
Nordic Socio-onomastics med en aktiv webbplats, och en tidskrift, Nordisk tidskrift for socioonomastik
som utkom med sitt forsta nummer 2021. Den publicerar, enligt sin hemsida, vetenskapliga artiklar som
behandlar egennamnens roll i samhdllet och i social interaktion. Den &r tvirvetenskaplig och vilkomnar
bidrag fran olika discipliner. Det innebir att forfattare tillats anvinda en bredd av teorier, metoder och
perspektiv for att analysera namn liksom att kombinera olika typer av data.”

Jag har letat i ovan namnda fora efter artiklar och blogginldgg som anvénder storskalig korpusanalys
eller sprakteknologi i nagon form, dock utan att hitta nagra. Metodmissigt anvéinds forutom register
ocksa texter av olika slag: enkiiter, intervjuer, inspelade samtal och historiska killor. Stora korpusar av
det slag som Sprakbanken Text tagit fram genom aren och anvindning av sprakteknologiska verktyg lyser
dédremot med sin franvaro, detta trots att ett infrastrukturprojekt som Swe-Clarin nu varit i gang sedan
2015. Jag tycker dérfor att det #r pa sin plats att spekulera 6ver hur sprakteknologi skulle kunna bidra till
namnforskning. Jag begransar mig hir till fornamn, specifikt med utgangspunkt i mitt eget (och dagens
jubilars), alltsa Lars, och fragar mig hur sadana material som den sa kallade Gigawordkorpusen (Eide
et al., 2016) kan anvindas for detta syfte. En underliggande fraga &r om vi, som i Sverige under mitten
av det forra arhundradet givits tilltalsnamnet Lars, har haft nytta av det. Olika synlighet i exempelvis
nyhetsmedia skulle kunna vara en indikation pa att namnet gor skillnad.

Personnamn, och specifikt fornamn, bir pa sociala betydelser. De flesta fornamn i Sverige far oss att
dra mer eller mindre sékra slutsatser om kon, alder, etnicitet, familjebakgrund, kulturell och religios till-
horighet, med mera. Man kan till exempel jimfora Lars med Lauri, Laurent eller Laura. Emilia Aldrin
studerade i sin avhandling via enkiter och intervjuer fordldrars instéillningar till namnval for deras ny-
fodda och menar att dessa kan karaktiriseras i termer av social positionering (Aldrin, 2011, 67f). Lars
ingdr inte i dessa diskussioner men utifran hennes kategorier kategoriserar jag det som svenskorienterat,
snarare &n internationellt, traditionellt snarare 4n modernt, och vanligt snarare 4n originellt.

Thttps://www.nordicsocioonomastics.org/about-socio-onomastics/

Zhttps://gustavadolfsakademien.se/tidskrifter/tidskrift/nordisk-tidskrift-for-socioonomastik-nordic-journal-of-socio-
onomastics

Lars Ahrenberg. 2022. Att vara Lars: Nagra tankar om sprékteknologi och socioonomastik. In
Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and Learn — Festschrift in
honor of Lars Borin, pages 1-4. Available under CC BY 4.0 1



1920-29 1930-39 1940-49 1950-59 1960-69
Placering 7 3 1 1 5
Antal 3799 12213 26570 24130 18810

Tabell 1: Lars som tilltalsnamn under perioden 1920-1970. Kailla: SCB:s namnstatistik, tabell
tilltalsnamn-man-per-decennium-1920-2020-topp-10.

2 Vad kan sprakteknologisk infrastruktur bidra med?

Sociala betydelser borde kunna studeras dven i stora korpusar som Gigawordkorpusen. Att dessa inte dr
socialt neutrala dr vilként, vilket ofta uppfattas som negativt, som en ’bias’ vilken maste atgirdas for att
t.ex. de modeller som genereras fran dem ska kunna anvindas. Men for att studera sociala betydelser dr
det snarare nodvindigt att korpusen ger en sa representativ bild som majligt av den tid eller det samman-
hang den omfattar. Pa korpusen kan man sedan tillimpa de metoder som sprakteknologin utvecklat for
att modellera data och da specifikt namnanvéndning. Namnanvéandning kan jaimforas via samférekomster
med begrepp eller via sentimentanalys. Aven ordinbiddningar borde kunna anviindas pd samma sitt som
exempelvis (Garg et al., 2018) analyserat etniska stereotyper.

Man kan invinda att textkorpusar inte handlar om namn utan om deras referenter, for personnamn
alltsa om de personer som namnges. Kan vi utga fran enskilda beskrivningar av dessa personer, vad de
gor och vad de utsitts for, till utsagor om namnen som anvinds? Jag vill hdvda att vi kan det, under
forutséttning att korpusen ér representativ for sin tid och sa pass stor att den omfattar tillrickligt manga
personer med samma namn. I sa fall kan vi betrakta dessa personer som en social kohort utifran deras
namn. De skillnader som eventuellt finns i modeller och sprakliga associationer som vi kan ta fram kan
da knytas till namnet snarare én till de enskilda personerna. Visserligen ér sadana skillnader i grunden
statistiska i den man de kan sikerstéllas; men de kan dndé vara intressanta och fragan om vad de kan
bero pa r frimst en uppgift for namnsociologin att besvara.

3 Lars

Lars har anvénts som tilltalsnamn i Sverige atminstone sedan tidig kristen tid. Savil hég som lag har
burit namnet; biskopslidngden for Link&pings stift omnédmner en biskop Lars under 1200-talet, men dven
fattigfolket har hetat sa, som i Frodings dikt Lars i Kuja (... ty allt som véixer dt Lars dr sten och sten dr
dalig fortiring).

Namnet hade en lang period av hég popularitet som tilltalsnamn under 1900-talet, framf6r allt under
40- och 50-talen, se Tabell 1. Det var enligt SCB alltjamt det vanligaste tilltalsnamnet for svenska mén ar
2021.3 Efter 1970 har populariteten avtagit for att under 2000-talet ha handlat om ett tjugotal eller dnnu
farre nyfodda pojkar som givits det som tilltalsnamn.

4 Data

Data for analyserna dr huvudsakligen himtade fran Gigaword-korpusen sammanstilld vid och nerladd-
ningsbar fran Sprakbanken Text (Eide et al., 2016). Jag har begrinsat mig till nyhetstexterna och tre
artionden 1990-tal, 2000-tal, 2010-tal, dir det senare decenniet slutar med 2013 for nyhetstexterna. Ny-
hetstexterna valdes dirfor att de bist speglar det offentliga Sverige. For vissa analyser delades materialet
fran perioden 2000-2009 upp pé tre delkorpusar och det fran 2010-2013 i tva delkorpusar. Antal meningar
och token framgar av Tabell 2.

5 Analysexempel

Det faktum att Lars &r ett sa vanligt namn borde innebira att det dr vanligt ocksa i korpusen. Sa ir det
ocksa, men det ir inte vanligast. Lars édr det vanligaste mansnamnet i 1990-talsdelen men sett 6ver hela

3https://WWW.scb.se/hitta—stalistik/sverige—i—siffror/namnsok/



Delkorpus Meningar Tokens
news1990 6,321,173 95,435,081
news2000-01 5,700,000 99,093,472
news2000-02 5,700,000 99,240,929
news2000-03 6,012,341 90,238,180
news2010-01 5,200,000 86,840,551
news2010-02 5,592,318 82,157,754
Alla 34,525,832 553,005,967

Tabell 2: Antal meningar och token i nyhetsdelen av Gigawordkorpusen.

delkorpusen ér Anders och Peter vanligare, se Tabell 3. Att ta fram frekvensdata for alla namn i korpusen
kriver disambiguering; vi vill bara ha med de forekomster som faktiskt anger en person. Att gora detta
exakt dr inte helt enkelt, eftersom manga av de vanligaste namnen (Lars, Goran, Helena, ...) ingar i namn
pa andra saker som kyrkor, stadsdelar och sjukhus, medan andra namn som Stig, Bo, Sten, ... kan vara
nagot annat dn egennamn. Baserat pa stickprov bedémde jag att cirka 44% av alla forekomster av Hans
dr possessiva pronomina. Man bor ocksa ha i atanke att manga namn 4r populéra utanfor Sverige, sa som
till exempel Peter, som kommer hdgt upp pa listan.

Delkorpus Vanligaste mansnamn i ordning
news1990-99 Lars, Anders, Peter, Jan, Goran

news2000-09 Anders, Peter, Lars, Johan, Fredrik
news2010-13 Anders, Johan, Peter, Fredrik, Lars

Hela (1990-2013) Anders, Peter, Lars, Johan, Fredrik

Tabell 3: De fem vanligaste mansnamnen i olika delar av Gigawordkorpusen.

En fraga vird att undersoka dr hur sambandet ser ut mellan forekomst av namn i nyhetsmedia och
forekomst av namnen i befolkningen. For att undersoka det har jag provat att korrelera namnstatistiska
data fran SCB:s tabeller med frekvensdata i Gigawordkorpusens nyhetsdel for olika perioder. Figur 1
visar hur férekomst i nyhetsdelen av korpusen forhéller sig till befolkningsstatistik. I den figuren anviinds
en tabell 6ver fornamn bland folkbokforda respektive decennium, men jimforelser med tilltalsnamn pa
nyfodda fran tidigare decennier ger liknande resultat: Lars dr konsekvent vanligare i nyhetstexterna &n i
befolkningsstatistiken och mest accentuerat dr detta under 1990-talet. Utifrén sddana data kan man vaga
formulera en hypotes om att det var gynnsamt i Sverige att dopas till Lars under 1900-talets mitt. Att
namnet forekommer i serids tidningspress innebir i de flesta fall att referenten &r framgangsrik pa nagot
sitt, det ma vara inom sport, politik, kulturliv eller nagot annat. Dock finns manga mojliga felkillor att
beakta: namn i korpusen kan referera till andra foreteelser och andra personer dn dem som ir svenskfodda
i det antagna intervallet, SCB grupperar olika stavningar under ett namn, med mera.

Vi kan undersoka hypotesen vidare genom att titta pa samférekomster mellan namn och andra ord i
korpusen. I Tabell 4 visar vi vilka namn som oftast kopplas till titeln professor i delkorpusen fran 1990-
talet och vilka namn som ofta uttalar sig (via ordet sdger). Som en kontrast kan vi jaimfora med vilka
namn som oftast samforekommer med spelar, ett verb som &r vanligare inom doméner som idrott och
kultur. Med en parsad korpus skulle sddana undersokningar kunna géras mer uttmmande. Skillnaden
mellan Lars och de andra vanligaste namnen Anders och Peter ir kanske mest intressant. De senare spelar
oftare men uttalar sig mindre.

For att se vilka namn som 4r mest lika Lars kan vi anvidnda ordinbdddningar. Hér har jag anvint
Word2Vec (Mikolov et al., 2013) i ramverket Gensim for alla sex delkorpusarna.4 Lars-vektorns 10 nir-

“https://radimrehurek.com/gensim/index.html
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Figur 1: Samband mellan forekomst av valda mansnamn i befolkningen och i olika delar av nyhetsdelen
av Gigawordkorpusen. Befolkningsdata #r himtat fran SCB:s statistikdatabas, de 100 vanligaste fornam-
nen bland folkbokforda 31 december respektive ar for aren 1980-2021.

Namn  professor siiger/sade spelar/spelade

Lars 140 113 46
Bjorn 50 43 23
Goran 42 113 15
Jan 39 99 22
Lennart 47 60 13
Bengt 44 49 27
Peter 31 73 61
Anders 25 76 71

Tabell 4: Samforekomster mellan fornamn och valda ord i news1990.

maste grannar noterades i vart och ett av dem. Inget namn forekom i alla sex grannskapen men aterkom-
mande var Bengt, 5 ggr, och Jan, Christer, Lennart och Ulf, 4 ggr. Noterbart &r att 55 av 60 inbdddningar
representerar mansnamn, att dessa ir traditionella svenska namn med antingen biblisk och/eller nordisk
historia. Franvaron av internationella namn som Peter och Thomas #r hir pafallande. Kvinnonamnen upp-
visar ett liknande monster. Mer 4n 90% av namnen i den ndrmaste omgivningen av ett givet kvinnonamn
ar kvinnonamn.

Mina slutsatser ir att stora textkorpusar och sprakteknologi visst borde kunna spela en roll i namnso-
ciologin och att det finns en hel del intressanta metodologiska utmaningar.
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Abstract

Predicting the future is difficult, as Lars Borin likes to point out by saying the phrase which is
included in the title of this paper. Nevertheless, we attempt to predict short-term changes in the
frequency of new Swedish words based on some measures of their linguistic and social dissemi-
nation. We show that it is possible to predict the direction of change with a higher-than-baseline
accuracy. Most interestingly, we show that predictions are much less accurate for those words that
denote new phenomena than for those who are new signifiers for already existing phenomena.

1 Introduction

When doing research on language change, linguists usually try to explain the changes, either explicitly
or implicitly, either putting forward hypotheses about causal links or making silent assumptions about
such links. In our view, the most rigorous means to test such hypotheses and assumptions is to attempt
to predict language change.

Predicting the future is notoriously difficult (and annoying: as follows from the title, there is always a
certain risk that the researchers will not be able to evaluate their own predictions). Fortunately, there is
an easier to way to evaluate the predictive power of a theory: splitting the data into a seen and an unseen
set, training a theory-based model on the former one and testing it on the latter.

In this paper, we use this approach in order to explore whether short-term frequency changes of
Swedish neologisms can be predicted from corpus data. Since neologisms are likely to experience such
changes (either an increase, if they become established in the language, or a decrease if they fail to do
s0), they are a favourable ground for this kind of predictions.

We focus on comparing how successful predictions are for words that denote new phenomena and
those that are new signifiers for already existing phenomena. We hypothesize that the former would be
more difficult to predict, since they are more dependent on language-external events and not on linguistic
and sociolinguistic processes, which we can hope to capture by our measures. Our results support this
hypothesis.

2 Data

Sprékradet, the Swedish language council (in the last decade together with the magazine Sprdktidningen),
releases a list of new words every year.! The words on this neologism list are supposed to have come into
use, or gained in use, in the last year. The final list is in no way a complete (if there could even be such

"https://www.isof .se/stod-och-sprakrad/spraktjanster/nyordslistor.
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a thing) list of new words, but rather a list of words that the compilers consider especially interesting or
telling about the past year (Karlsson, 2021).

Our work starts with these neologism lists for the past twenty years, 2003—2021. The main reasons
for using them are that they are readily available, and a well-known part of Swedish linguistic debate.
While the lists are based on expert knowledge, one of the weaknesses for our purposes is their selection
procedure. Words are picked in part based on their societal relevance, but mostly, which may not be
as relevant for us, with the purpose of language cultivation, to show current trends and the breadth in
patterns of word formation and language creativity (Karlsson, 2021).

The restriction in time depends on the corpora that we use. This particular study primarily reports on
data from Flashback, while also consulting Familjeliv in the initial stages of the data extraction process.
Both corpora represent very large Swedish discussion forums covering a broad range of topics. With more
than eight billion tokens, we expect the corpora to be large enough to show new words from the onset,
a point when they still will be very infrequent. We assume that the language in this material is closer to
everyday use and less edited than many other types of text, which may mean that non-normative language
is more frequent, or shows up earlier than in edited texts such as news. All corpora are provided through
Sprakbanken Text and its corpus infrastructure Korp (Borin et al., 2012).2

We first extracted all words from the neologism lists, removing multi-word units for ease of searching.3
We then gathered statistics about frequencies for these words in the discussion forums Flashback and
Familjeliv, by matching each word from the list to its lemma, and in case the lemma is not available, to
the word form directly. Not all words in the corpora have lemma annotated, e.g. because no match for
the word can be found in the Saldo lexicon (Borin et al., 2013). It should also be noted that not all words
in the neologism lists are in their base form.

Many words in the full neologism list have few, if any, instances in the corpora, and will thus be
difficult to track over time. We therefore selected the words with the highest frequencies from this list.
For each word we added so-called lemgrams, lexicon identifiers from the Saldo lexicon, which give us
all inflected forms. For words not in the lexicon, we manually added all inflected forms.

In this process, we also removed a number of words which would give us too many erroneous matches
in the corpora, for example VAR ‘video assistant referee’, which happens to coincide with the verb form
var ‘was’ and the wh-word var ‘where’, or manga ’Japanese comics’, which turned out to be mostly
instances of a misspelled mdnga ‘many’. For the same reason, we also excluded words which were not
new themselves, but acquired a new meaning, if this meaning was relatively infrequent compared to the
previous meaning(s); for instance, spdr ‘education track’ (general meaning: ‘track’). We kept the words
where the situation was the reverse: the frequency of the older meaning(s) was small; e.g. buda ‘to make
a bid’ (older meaning: ‘to send with a courier’).

Some words in the list were spelling or pronunciation variants, e.g. babybio and bebisbio ‘adapted
movie showings for parents with babies’ and these were joined into one item in our list. For other entries
we added spelling variants, e.g. covid and covidl9 to covid-19. We did not merge words that are derived
from the same stem, such as blogg ‘a blog’, blogga ‘to blog’, bloggare ‘blogger’.

In the end, we had a list of 75 words, which all had absolute frequencies of more than 2300 in Flash-
back and Familjeliv taken together, see Appendix A. We labelled each word in this list as either denoting
a new phenomenon (e.g. covid-19) or being a new signifier for a previously existing phenomenon (e.g.
buda ‘to make a bid’; prio ‘a priority’, a shortening from prioritet). A new phenomenon is one which
is (relatively) new for most part of Swedish society (e.g. anime ’Japanese comics’ is not new as phe-
nomenon in Japan, nor, perhaps, is it among its early fans in Sweden, but it was largely unknown to
the mainstream public in Sweden before 2003). Dealing with numerous borderline cases, we tried to
establish whether a change occurs in the language (and discourse) or in the material world. This process
has been further complicated by the fact that in many cases either the signifier, or the phenomenon, or
both, are not actually new, but experienced a substantial increase in frequency. In total, we end up with
42 “new phenomena” and 33 “new signifiers”.

2spraakbanken. gu.se/korp
3Multi-word expressions may be explored in future research.
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Figure 1: A visualization of our method for the word dampa ‘freak out’. Large filled squares represent
those months that are in the test set and for which the direction of change has to be predicted (from the
previous month), small filled circles represent the months for which the direction of change has been
correctly predicted by a randomly chosen model.

3 Methods

Stewart & Eisenstein (2018) show that changes in the frequency of new words on English reddit can
rather successfully be predicted using measures of linguistic dissemination and social dissemination, of
which the former are better predictors. We try to reproduce their success using a similar methodology.

Our task is to predict for a given word whether its frequency (normalized by corpus size, hereafter rela-
tive frequency) will decrease or not in month n+ 1, given the information about month n. Not decreasing
means that the frequency either increases or stays the same. We try six predictors: relative frequency,
two measures of linguistic dissemination (number of unique trigram contexts in which the word occurs,
number of unique part-of-speech trigram contexts) and three measures of social dissemination (number
of unique users, number of unique threads and number of unique subforums).

Using absolute numbers (e.g. count of unique trigram contexts) as measures of dissemination can be
problematic, since they, obviously, are all strongly correlated with absolute frequency. We follow the
solution proposed by Stewart & Eisenstein (2018): for every month, we fit a linear regression model
between the given predictor and the absolute frequency (for all words in the dataset) and then take the
residuals (i.e. the proportion of variance which is not explained by the absolute frequency) as a measure
of dissemination. Hopefully, this procedure also mitigates the problem that corpus size varies strongly
with time.

All our datapoints are tuples that look as follows: data for word A at month n, data for word A at
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predictors rank n-s rankn-p perf.n-s perf. n-p

1 18 18 0.007  -0.030
rel. freq. 3 9 0.121  0.030
authors + threads + subforums + rel. freq. 1 2 0.134  0.045

authors + threads + subforums + rel. freq. +

. . 2 1 0.124  0.054
+ trigrams + pos trigrams

Table 1: Performance (increase in accuracy over baseline) across various models across the two neolo-
gism types: n-s (new signifier) and n-p (new phenomenon). Rank shows the place of the model in the
list of all models ranked by performance.

month n+ 1. For every word, we randomly split all datapoints into a training and test set (80:20). Since
predictions are always based on a previous month only, there is no point in preferring a chronological split
to a random one. We fit a logistic regression model on a training set and then evaluate its predictions on
a test set by subtracting the baseline accuracy (achieved by always predicting the more frequent outcome
in the training set) from the actual accuracy. The maximum possible value of model performance is thus
0.5, the minimum value is -1. We fit 18 different models, one of them a null model (the predictor is a
vector of ones), the rest are various combinations of the six aforementioned predictors that we find most
promising. Our method is visualized on Figure 1 for the word dampa ‘to freak out’.

4 Results and discussion

The performance (measured as increase in accuracy over the baseline) varies substantially across models,
but for all models, it is better for the new-signifier words than for new-phenomenon ones. The differences
range from 0.037 to 0.088.

For brevity’s sake, we report the performance of four models: the best one for new-signifier words; the
best one for new-phenomenon words; the worst one, which is the same for both types (the null model);
and, for comparison, the one which uses only relative frequency as a predictor. See Table 1.

The null model performs worse than all other models, which is expected. It is interesting to see, how-
ever, that even for this model there is a difference between the new-phenomena words and the new-
signifiers words, which suggests that the difference in performance depends not so much on the predic-
tors that we choose, but rather on certain properties of the trends themselves. Another interesting result
is that frequency alone can account for a substantial part of the predictions’ success.

While it is tempting to draw further conclusions about the relative importance of different predictors
and compare them with previous work (Stewart & Eisenstein, 2018; Wiirschinger, 2021), we refrain from
doing so at this exploratory stage of our study. Additional pilot analyses (not reported here) suggest that
small changes in the experimental setup have the potential to strongly affect how the models perform with
respect to each other, implying that these results may not be robust. The main result (better performance
for new-signifier words), however, remains robust.

In order to test whether the difference in performance between the new-signifier words and the new-
phenomena words is an artifact, we perform two comparisons. First, we compare whether the proportion
of increases in frequency is approximately the same for the types, and that turns out to be the case (0.56
for new phenomena, 0.54 for “new signifiers).

Second, we compare the average amount of datapoints (months) per word. This amount varies (and is
smaller the later words appear). It is reasonable to assume that with more datapoints the performance is
likely to go up, and indeed that seems to be the case: there is a positive correlation between the amount
of datapoints per word and the performance of the best model on the word (Pearson’s coefficient is 0.52
for new phenomena and 0.58 for new signifiers). The average amount of months per word is slightly
smaller for new phenomena (193 vs. 218). If we remove the two words with the smallest amount of
datapoints (covid and vaccinpass, resp. 23 and 19), the average amount for new phenomena goes up to
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202, the qualitative results do not change. If we remove six words with the largest amounts of datapoints
from new signifiers and six with the smallest amount from new phenomena, the average amounts become
equal, but the results still hold for all model but one.

If we exclude the 11 words which we found particularly difficult to label as either new phenomena or
new signifiers (marked with asterisks in Appendix A) the qualitative results do not change.

Our next goal is to test further which of the findings are robust, and for those that are, to explain why
these effects emerge. We hope to do that, but who knows —
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Appendix A
#  word translation freq year type
1  blogg blog 462799 2004 phenomenon
2 googla [to] google 445681 2003 phenomenon
3 app app 221612 2010 phenomenon
4  covid t covid 144059 2020 phenomenon
5  foliehatt tin foil hat 49073 2011 signifier *
6  buda [to] bid 33745 2006 signifier
7 svininfluensa swine flu 33240 2009 phenomenon
8  wiki wiki 32726 2007 phenomenon
9  blogga [to] blog 31606 2005 phenomenon
10 stalker stalker 27829 2003 signifier
11 foljare online follower 24638 2009 phenomenon
12 curla [to] be a helicopter parent 22126 2006 signifier
13 twittra, kvittra { [to] tweet 21159 2009 phenomenon
14 bloggare blogger 18547 2005 phenomenon
15 lockdown lock down 18246 2020 signifier *
16 prio priority 18180 2006 signifier
17 padda tablet computer 18161 2011 phenomenon
18 nithat online hate 17655 2007 phenomenon
19 haffa [to] pick up (while dating) 17253 2015 signifier
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22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70

hypa
#metoo, metoo
stalka
matkasse
menskopp
sprita

fronta
vaccinpass
incel

brexit

anime
barnvagnsbio {
asiktskorridor
stalking, stalkning
selfie
digitalbox
topsa
spikmatta
sporta
tringselskatt
pimpa
framatlutad
klimathot
sars
hedersvald
entourage
foppatoffel
vintage
EU-migrant
svinna

hbt
halmdocka
chippa
transfett
e-sport
snackis
dampa
transponder
rondellhund
instegsjobb
brollopskléanning
trollfabrik
kubtest
videosamtal
cringe
svischa
curlingforilder
youtuber
nitpoker
blingbling
nystartsjobb

[to] hype

#metoo

[to] stalk

online groceries
menstrual cup

[to] disinfect hands
[to] be/put in front
vaccination certificate
incel

brexit

anime

cinema for parents with babies

opinion corridor
stalking

selfie

digital tv box

[to] swab

bed of nails

[to] sport, show off
congestion taxes
[to] pimp
energetic

climate change
SARS
honor-related violence
entourage

crocs

vintage

EU migrant

[to] waste

Igbt

straw man argument
[to] chip

trans fat

e-sports

hot conversation topic
freak out
transponder
roundabout dog
entry-level job
wedding dress

troll factory
prenatal test

video call

cringe

[to] transfer money via Swish

helicopter parent
youtuber

online poker
bling-bling
entry-level job

17050
15884
15430
14352
13003
11913
11541
11480
9925
8532
8333
8170
7963
7930
7835
7620
7449
7236
7067
6808
6714
6391
6366
6309
6250
6120
5799
5663
5657
5344
5068
4878
4439
4363
4078
4002
3624
3612
3362
3336
3275
3210
3098
2989
2955
2923
2914
2878
2850
2659
2599

2013
2017
2003
2011
2005
2009
2004
2021
2018
2013
2003
2003
2014
2003
2013
2005
2004
2009
2009
2005
2007
2011
2007
2003
2005
2007
2007
2007
2015
2021
2004
2015
2009
2007
2013
2005
2007
2005
2006
2004
2011
2015
2007
2004
2017
2015
2004
2015
2005
2004
2006

signifier
phenomenon
signifier
phenomenon
phenomenon
signifier *
signifier
phenomenon
phenomenon
phenomenon
phenomenon
phenomenon
signifier
signifier
phenomenon
phenomenon
signifier *
phenomenon
signifier
phenomenon
signifier
signifier
phenomenon
phenomenon
signifier
signifier
phenomenon
signifier
signifier *
signifier *
signifier *
signifier
phenomenon
phenomenon
phenomenon
signifier
signifier
phenomenon
phenomenon
phenomenon
signifier
phenomenon
phenomenon
phenomenon
signifier
phenomenon
signifier
phenomenon
phenomenon
signifier
phenomenon



71
72
73
74
75

klimatsmart
livspussel
killgissa
backslick
skypa, skajpa

climate friendly
work-life balance
[to] guess, mansplain
backslick hairdo

[to] skype

2558
2496
2356
2321
2306

2007
2007
2017
2004
2007

phenomenon
signifier
signifier
signifier
phenomenon

Table 2: The 75 selected words with their year of appearing in Sprakradet/Spraktidningen’s list, their
frequency in the Familjeliv and Flashback discussion forum corpora and approximate translations. The
words are marked as either new signifier or new phenomenon. Asterisk is used for borderline cases.
Dagger indicates that some spellings or other variants of the word that we included in the search are not
listed in the table.
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Abstract

The article discusses lexicographic perspectives of the Swedish plural with the suffix -s. Tra-
ditionally, plural nouns ending in -s, for example avokados ‘avocados’, are considered colloquial
speech; the formal way of writing the plural in question is avokador or avokadoer. However, since
the Swedish Academy grammar included a noun declension indicating plurals with the suffix -s,
plural with -s seems to have become more accepted, at least among language planners.

1 Inledning

Nér Svenska skrivregler utkom i ny upplaga 2017 (Karlsson, 2017) var en uppmirksammad nyhet att
Sprakradet nu godkénde s-plural, att s-pluralen sa att siga hade blivit officiell. Pa Sveriges radios webb-
plats meddelade Vetenskapsradions nyheter 2017-03-22 att ”’[de svenska skrivreglerna] 6ppnar [...] for
anvéndning av plural-s i svenskan”, och Svenska Dagbladet publicerade 2017-03-27 en artikel rubricerad
”Engelskt plural-s pa vég in i svenska ordbdcker”. Fordndringen i forhallande till den tidigare upplagan
(Svenska skrivregler, 2008) var nu inte oerhord, men formuleringar som att den frimmande s-pluralen
var “oldmplig” hade plockats bort. Det angavs dock fortfarande att det i regel &r bést att undvika s-plural
i formella texter.

Trots att s-plural har anvénts i svenskan sedan 1700-talet (i vissa fall tidigare; se Soderberg, 1983),
verkar fenomenet dnnu inte riktigt ha sléppts in i virmen. Nar Svensk ordbok utgiven av Svenska Aka-
demien gavs ut i reviderad upplaga 2021 (SO, 2021) innehéll den emellertid fler ord pluralbdjda med -s
an tidigare, t.ex. sambo, med pluralangivelsen “sambos eller sambor” (tidigare endast sambor). S-plural
gavs ocksa som forstaform for en del nyinlagda ord, t.ex. hashtags eller hashtaggar.

1 Svenska Akademiens ordlista, 14 uppl. fran 2015 (SAOL 14), ér situationen en annan: hér ar (engelsk)
s-plural uttryckligen motarbetad, bl.a. av den anledningen att denna pluralform anges inte passa in i det
svenska bojningssystemet (se inledningen till den tryckta SAOL 14, s. XI). For ett ord som sambo ges
endast r-pluralen sambor i SAOL, medan ett annat (icke-engelskt) ord som avokado endast ges pluralen
avokador (utover att endast k-stavningen ges). Detta trots att pluralformer som avokados numera inte
ar ovanliga i tal- och skriftsprék, liksom — men ovanligare — avokadosar. Den senare, som ibland gér
under beteckningen sar-plural (Josefsson, 2018), behandlas dversiktligt i Svenska Akademiens grammatik
(SAG; Teleman et al., 1999, vol. 2, s. 83, 104), forekommer i former som bikinisar och, kanske i mer
lustfyllda sammanhang, trefaldigt markerade pluraler som paparazzisar (den rekommenderade formen &r
paparazzoer). Sprakvardare avrader vanligen fran -sar-plural i vardat skriftsprak, och séarskilt trefaldigt
betecknade har varit stdllda utanfér gemenskapen. Ett parallellt fall &r italienskheten putfo, for vilket
pluralformen puttisar av Wellander (1970, s. 162) beskrivs som ett ordformsexemplar som “’knappast
kan anses som en prydnad for vart sprak”.

Som ett led i arbetet med vidareutvecklingen av SAOL och SO undersdker vi hur s-pluralformer be-
handlas i de tva svenska enspréakiga ordbdckerna SAOL 14 och SO 2021, och i foreliggande text ger vi
exempel pa lanord dér skriftspraket uppvisar variation i fraga om pluralbdjning, framfor allt avseende

Kristian Blensenius and Louise Holmer. 2022. avokado-r/-er/-s/-sar. In Volodina, Dannélls,
Berdicevskis, Forsberg and Virk (editors), Live and Learn — Festschrift in honor of Lars Borin,
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s-plural. Vi vill jimf6ra rekommendationer som uttrycks av framfor allt Sprakradet, liksom grammatiska
beskrivningar av s-plural i SAG, med sprakbruket vid ett urval av ord dér pluralformerna sedan tidigare
har konstaterats variera.

Vi fokuserar pa substantiven avokado, bikini och hashtag. De tva forra dr vélkdnda i svenskan sedan
atminstone 1930- och 1940-talet, medan hashtag ér ett exempel pa ett nyare ord, belagt i skrift (nyhetstext)
sedan 2010.

2 Beskrivningar i grammatik och sprakvard

Har ges en genomgéng av vad som sdgs om s-plural i referensgrammatiken SAG, nagra grammatiska
larobocker samt Sprakradets rekommendationer.

Nér SAG utkom 1999, tillkom i en svensk grammatisk beskrivning en sjunde deklination (SAG 2,
s. 63), innefattande substantiv med pluralsuffixet -s, t.ex. dissenters och tricks. Att en omfattande refe-
rensgrammatik for svenska inkluderat deklinationen har fran sprakvardshall kommit att ge viss legitimitet
at anviandningen av s-plural for ord som avokado, bikini och hashtag: avokados, bikinis respektive hash-
tags.

S-pluralen har dock inte med sjédlvklarhet fatt genomslag i grammatiklédrobdcker pé hogskolenivé se-
dan publiceringen av SAG 1999: vissa har anammat s-pluraldeklinationen, t.ex. Bolander (2012, s. 114)
medan andra inte verkar ta upp den sérskilt, t.ex. Lundin (2014, s. 187). Den till SAG relativt néra knutna
Svenska Akademiens sprdkildra (Hultman, 2003, s. 64—65) antar bara sex deklinationer, och dven om s-
pluralen niimns antas inte nigon sirskild deklination fr den. Aven Josefsson (2009) diskuterar s-pluralen,
hér som en mojlig sjatte deklination (Josefsson riknar med fem grunddeklinationer), men uttrycker sam-
tidigt tveksamhet, utifrdn resonemanget att s-pluralen bara forekommer under en dvergéngstid, for att
dérefter pluralbdjas enligt nagon av de andra deklinationerna.

Svenska skrivregler 1 sin senaste upplaga kan sdgas gé ett par steg langre 4n SAG i frdga om vad som
antas om pluralformens etableringsgrad. SAG (2, s. 79) noterar att ”Bruket av -s har i de flesta fall en
relativt osvensk prigel”, medan Svenska skrivregler (Karlsson, 2017, s. 104) menar att ’S-plural &r ganska
vanligt forekommande i svenskan” och ”For vissa ord ar [...] s-pluralen sé etablerad att den atminstone i
vissa sammanhang dominerar helt 6ver andra bojningsmonster”. Sprakradet gér i sin “Frageladan” dnnu
nagot lingre: exemplifierande med plural av ndgra svenska ord, t.ex. sambos och skiimtsamma former som
snyggos, gubbs och kvinns, meddelas att s-plural 4r att betrakta som en del av det svenska spraksystemet. !

Svenska skrivregler anfor forvisso ett vanligt argument emot s-pluralen: bdjningsmonstret “saknar
en etablerad form for bestimd form plural” (Karlsson, 2017, s. 104). Tanken verkar vara att s-plural-
deklinationen ska halls intakt (s-suffixet i obestdmd form plural ska f6lja med &ven i den bestdmda formen)
och att sar-plural ska undvikas, atminstone i formell text. Sddana resonemang kan skonjas i sprékvardares
rekommendationer av andra pluralsuffix av typ flera containrar — de containrarna.

3 S-plural i SAOL, SO och bruket

Substantivet hashtag har som ndmnts en mycket begransad historia i SAOL och SO, men avokado och
bikini har varit med desto ldngre och ibland forsetts med olika rekommendationer avseende bojningssétt
och bdjningsformer dver tid (jfr Josefsson, 2009).

Nér ordet avokado togs med i SAOL 10 (1973) noterades, forutom variantstavningen avokato, den enda
pluralbdjningen avokador. De foljande upplagorna ger dven pluralformen avokadoer, medan s-pluralen
avokados som ndmnts dnnu inte har tagits in i SAOL.

Uppslagsordet bikini togs ockséd ini SAOL 10 (1973), dd med pluralbéjningen bikini, alltsd samma form
som i singular, och i SAOL 11 (1986) fanns ocksé variantbdjningen bikinier med. I SAOL 14 (2015) har
pluralformen bikini forsvunnit och ersatts av bojningsangivelsen bikinier hellre dn bikinis”, dér beteck-
ningen hellre dn” indikerar att bikinier forordas framfor bikinis.

Medan SAOL 14 &r mer normativ, dr SO 2021 mer deskriptiv (Blensenius et al., 2021, s. 41). De olika
inriktningarna i friga om normativitet visar sig genom att SAOL 14 har fler och explicitare rekommen-

!Sprakrédet, Frageladan. "Hur ser Sprakradet pa s-plural?” https://frageladan.isof . se/visasvar.py?svar=79712.
Héamtat september 2022
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dationer dn SO 2021 (t.ex. rekommendationer som den for attachment: ” Anvénd hellre bilaga™). Det &r
dérfor ingen 6verraskning att den mer deskriptivt inriktade SO 2021 ger s-plural f6r avokado, avokados,
medan den mer normativa SAOL 14 inte rekommenderar avokados. Noteras kan att varken SAOL eller
SO foreslar eller pa annat sétt ndimner sar-plural som mojlig form.

Pluralformer for avokado, bikini och hashtag ges pa foljande sitt i de bada ordbdckerna: SAOL 14
ger “avokador”, "bikinier hellre &n bikinis” respektive hashtaggar hellre dn hashtags”, medan SO 2021
ger “avokados eller avokador”, "bikinis” respektive “hashtags eller hashtaggar”. Notera att SO 2021
jamstéller bojningsvarianterna med beteckningen “eller”.

I skriftspraket varierar pluralbdjningen av avokado mer én i ordbockerna. I olika typer av texter pa-
tréffas frimst dessa: avokado, avokados, avokador, avokadoer, avokadon och avokadosar. Av dessa &r
avokador den mest frekventa i tidningstext, ungefar 10 ganger vanligare dn avokados (vi bortser fran k/c-
variationen, och vi bortser ocksa fran potentiell homografi). I frdga om bikini 4r pluralvariationen inte
lika stor, men det dr ingen tvekan om att pluralformen bikinis ir betydligt vanligare 4n den i SAOL 14 re-
kommenderade bikinier. 1 fraga om hashtag utgor hashtags den vanligare pluralformen i obestdmd form,
medan bestdmd form har klar 6vervikt for hashtaggarna jamfort med t.ex. hashtagsen i tidningstext.

4 Saxad bdjning eller Frihet att rora sig mellan paradigmen

Mycket talar for att bada pluralformerna av ord som hashtag (-s och -ar) bor inkluderas i ordbdockerna.
Sprékbrukarna kan ockséd 16sa svarigheten med bestdimd form plural genom att anvénda hashtags 1
obestdmd form och hashtaggarna i bestimd form. Vi foreslar mgjlighet till s.k. saxad bdjning (SAG 2,
s. 544), dvs. bojning dér bojningsformerna for samma substantiv kan foras till olika deklinationer. Har
skulle man dé kunna ténka sig denna bojning:

singular  plural obest. plural best.
avokado  avokados avokadorna
bikini bikinis bikinierna
hashtag  hashtags hashtaggarna

Sammanfattningsvis forsoker vi illustrera hur pluralerna behandlas pa delvis olika sdtt i grammati-
kor och ordbdcker och av sprakvérdare och sprakbrukare. Trots allt dr det spraket i bruk som ligger till
grund for badde ordbockerna och grammatikbdckerna, samt sprakvardens olika rekommendationer, och
fragan dr om inte SAOL behdver anamma en mer tillatande attityd till s-plural i kommande upplagor.
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Abstract

We explore the effects of varying OCR quality on word statistics in historical Swedish newspaper
corpora. Most type frequencies are underestimated, with a small group of overestimated types. To
adjust the freqencies we propose using the strong correlation between lexicon coverage and word
error rate, which shows encouraging first results. The method currently, however, only targets
underestimation and needs further development.

1 Introduction and background

The large scale corpora provided through Sprakbanken Text invite exploration of a wide range of ques-
tions, both linguistic and from other disciplines. One fruitful method that Sprakbanken’s corpus infras-
tructure makes easily available to researchers is the comparison of term occurrences between different
corpora, for instance between collections from different time periods, from different genres, with different
target audiences, or different types of text producers.

A valid comparison across corpora relies on the assumption that contrasts between corpora are due
to factors inherent to the texts, preferably the factors of interest. However, different corpora have dif-
ferent levels of reliability and quality. First, there may be problems with the (automatic) annotations.
For instance an early 2000 newspaper corpus is likely to receive better annotations than a 19th century
newspaper or a 2020 blog entry, as the latter are textually further away from the material used to train
the annotation tools. Secondly, the faithfulness of the available electronic version to its source may show
faults. We can expect a corpus based on born digital newspapers from the 2000s to have few issues
in this respect, but one based on material from before the digital age, which must be digitized — pho-
tographed, analysed for layout and text flow, and put through optical character recognition — may deviate
from its source in many ways, and also contain errors that percolate down the processing pipeline. For
ever-earlier historical newspapers, these issues will be exacerbated by the state/quality of the paper, the
printing techniques, the script, and changes in conventions and language, to name but a few factors.

The impact of varying OCR quality on text analysis and processing has been studied by Hill &
Hengchen (2019), and van Strien et al. (2020), among others. The current paper focuses on one spe-
cific aspect of this impact: the effect of OCR accuracy on word statistics. Suppose we look for the word
politik ‘politics’ in a corpus of 1M tokens, and find 100 occurrences. We would say it has a relative
frequency of 0.1%. But if we also know that half of these 1M tokens are letter salad — garbled words —
we might prefer to say we found 100 occurrences in 500k tokens instead — twice the relative frequency.
Below, we will have an empirical look at the relation between word frequencies and OCR quality. Fur-
thermore, by using the proportion of known words in a document as a proxy for its OCR quality (Adesam
et al., 2019; van Strien et al., 2020; Neudecker et al., 2021, and references therein), we will investigate a
simple method for adjusting frequency estimates to correct for the error introduced by OCR mistakes.

Gerlof Bouma and Yvonne Adesam. 2022. Counting dirty words: The effect of OCR quality on
token statistics in historical Swedish corpora. In Volodina, Dannélls, Berdicevskis, Forsberg
and Virk (editors), Live and Learn — Festschrift in honor of Lars Borin, pages 17-24. Available
under CC BY 4.0 17



2 Material and method

As our corpus, we use the historical newspaper dataset described in Dannélls et al. (2021), available from
Sprakbanken Text,! which contains 186 pages of newspaper text, distributed over 90 documents (that
is, newspaper editions) published between 1818 and 1906, with an additional late 20th century newspa-
per included for control. The data is a selection of the National Library of Sweden’s digital newspaper
archive,” and consists of images, ground truth transcriptions (henceforth: GT) and the output of several
OCR systems. We use the included output of the commercial ABBYY Finereader 11 as our OCR text.
We visually classified newspaper editions as Blackletter, Antiqua or mixed® using the supplied images.
Blackletter is the dominant script in 44 documents, Antiqua in 38, and 8 documents are mixed.

We lightly preprocessed both the GT and OCR material by (blindly) undoing end-of-line hyphenation
and replacing f (long s) by s, after which we ran the materials through the Sparv annotation pipeline
using an annotation module for historical Swedish* (Hammarstedt et al., 2022). Sparv provides us with
tokenization and links from word forms to entries in one of three lexical resources: one consisting of
entries (base forms) in Swedberg’s early 18th ¢ dictionary (Swedberg & Holm, 2009), a resources based
upon Dalin’s early 19th ¢ dictionary (Dalin, 18501853) with full paradigms for part of the entries,® and
the present-day Swedish lexical resource Saldo (Borin et al., 2013), which contains a comprehensive
full-form component. As we were not interested in the quality of the links, but in estimating the maximal
coverage of the dictionaries, we configured Sparv to assign as many links as possible. We also seperately
postprocessed tokens containing f3, since the earliest dictionary contains this ligature as is, whereas later
use ss in its place. For our statistics we only consider word-like tokens, and therefore discard punctua-
tion.® The GT and OCR materials consist of around 500k words, each.

One of the quantities of interest in this study is the proportion of known word-like tokens, that is, those
which received at least one dictionary link. Existing research (van Strien et al., 2020) shows that this
is correlated to OCR quality. Since we can add the needed annotation automatically, the proportion of
known words gives us a handle on OCR quality without the need for demanding manual transcription. To
evaluate the validity of this proxy, we also perform an intrinsic evaluation of OCR quality by comparing
GT and OCRed documents at word level, using normalized word error rate (NWER). This measure is
based upon the alignment of token sequences, in our case sequences forming a paragraph-like segment,
as defined in the used dataset. If we have four alignment operations insert a word, delete a word, replace
a word by another word, and match a word to an identical one, NWER 1is given by:

#error operations #insertions + # deletions + #replace operations

NWER = - = — - - -
#all operations #insertions + # deletions + #replace operations + # matches

We ignore differences in case and treat /3 and ss as the same substring when comparing two words.

3 Results

3.1 OCR quality

Figure 1 contains the results of looking at OCR quality over time, both using NWER (a) and using the
proportion of known tokens (b).” The NWER results clearly shows later editions are OCRed more accu-
rately, although curiously, the effect is only really seen in the Blackletter material. The error rate in the

'https://spraakbanken.gu.se/resurser/svenska-tidningar-1818-1870, https://spraakbanken.gu.se/
resurser/svenska-tidningar-1871-1906

The archive is accessible from tidningar.kb.se. The historical part is available as the “Kubhist” corpus at https:
//spraakbanken.gu.se/korp/?mode=kubhist

3We classified as mixed newspaper samples that contain sections in Blackletter as well as sections in Antiqua, for instance
when the former script was used for news and the latter for classified advertisements or a feuilleton. Older Blackletter newspapers
also frequently contain smaller stretches of Antiqua, for instance for French or Latin words/text, but we did not consider this to
be mixed script material.

4https ://spraakbanken.gu.se/sparv/

5Notably, however, there are no inflected forms for some irregular high frequency items, such as the verb vara ‘be’.

To be precise, we only look at tokens matching the regular expression \w+([-:']\w+)*, where \w is an alphabetical
character or a number.

"The smoothed trendlines are produces by the Loess function in R v4.2.1, with the standard settings (R Core Team, 2022).
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Figure 1: The relation between publication date of the newspaper and different aspects of OCR quality.
Intrinsic evaluation using GT data shows newer publications are interpreted more accurately (a), although
the effect is only clear for publications using Blackletter. Concordantly, newer material generally contains
higher proportions of words recognized by the dictionaries (b), although comparison to measurements on
ground truth material reveals that part of this uppward trend is explained by the better compatibility of
the large present day dictionary with newer language material (c).

19



1.0

= 78% Blackletter/Mixed | 85% Antiqua

© '
o 7 + '
+ :
© '
© . :
S «© :
5 °© | 1
o + :
s + :
B A 1
el '
o) - |
N«
g o + 4
5 ™

0.2
o

oo
+ Blackletter ° B %,
@ Mixed TR
o : '
S 1 © Antiqua r=-0.925 '
T T T T T T
0.0 0.2 0.4 0.6 08 1.0

Proportion of known tokens

Figure 2: Dictionary coverage is highly predictive of OCR quality.

Antiqua material is comparatively stable from the earliest newspapers up to 20th century control edition.
The proportion of known tokens gives a similar, though negated trend. The negation is because a high
proportion of known tokens goes together with a low error rate. But given this transformation, the overall
shape of the graphs are very similar, including the wavy area around 1860. Generally, later material is
of better quality. The relation between NWER and proportion of known tokens is plotted explicitly in
Figure 2. The high correlation shows that probing OCR quality using dictionary coverage is feasible. We
do note that the proportion of known tokens falls more slowly than the error ratio increases.

Figure 1c shows that the proportion of known tokens also grows over time for the GT data (green points
and trend line). The data set’s newer material is more like the present-day Swedish we find in Saldo’s full
form lexicon. This explains why we see the coverage improvement in graph for the modern dictionary
(in blue) but not for the historical dictionaries (yellow). The trend in subfigure (b) therefore reflects OCR
quality as well as the compatibility of the annotation tool and dictionaries with the language in the corpus.

3.2 Word statistics

As can be seein in the “Total” rows in Table 1, the GT material contains just over 70k types (“observed
in GT”), of which almost 27k are observed more than once (“repeated in GT”). Of these repeated types,
48% have the same token counts in the OCR data as in the GT data (correctly estimated), 44% have lower
counts in the OCR data (underestimated), and 7% higher (overestimated). For almost half of the types
in this part of the vocabulary, then, we see a loss of token mass. The table also shows that the OCR data
contains an additional 37k types (for a total of 47k tokens), absent from the GT vocabulary.

The ten most frequent underestimated word types are och ‘and’, af ‘of”, att (complementizer/infinitive
marker), till ‘to’, den ‘it’, en ‘a/one’, for ‘because/(be)for’, som (relativizer), med ‘with’, and pd ‘on’.
These appear 4.5k—15.5k times in the GT data, but lose generally between around 7% of their token
mass in the OCR data. The outlier here is pa which has 42% lower counts, which suggests it is easily
misidentified. Indeed, we find the lost token mass with other forms, sometimes non-words like pa (counts
inflated from 4 in GT to 152 in OCR) and pd (from 7 to 1577).8

8The existence of thes non-words in the GT data shows that this material also contains errors, although in these cases we do
not know whether these were misprints or mistakes in the manual transcription.
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GT OCR
GT freq. region Freq.range #Tokens Freq.range #Tokens #Types
Top third 15369 -629 161703 13834 -367 149895 69
Middle third 628 — 24 161597 781 — 0 149023 2002
Bottom third 23— 0 162726 1577— 0 192484 105097
— observed in GT 23— 1 162726  1577— 0 145909 68312
— repeated in GT 23— 2 119096 1577—- 0 113297 24682
Total =0 486026 491402 107168
— observed in GT =1 486026 444827 70383
— repeated in GT >2 442396 412215 26753

Table 1: Summary of type and token counts, and definition of three vocabulary regions on the basis of
GT frequencies.
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Figure 3: For most of the types that make up the central third in terms of token mass, frequencies based
on OCR underestimate true frequencies. Overestimations happen typically in the context of single letter
types and short words.
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The most frequent overestimated types are 7 “in’ (also: letter), dr ‘am/are/is’, I, vid ‘at’, a (letter), 3,
var ‘was/were/where’, ¢ (letter), 4, g (letter). As can be seen, these types are very short, which is not
just due to them being high frequency types. In general, the overestimated types are shorter (median of 5
characters for the types observed repeatedly in GT) than the correctly estimated or underestimated types
(8 characters). This can explained by the higher neighbourhood density of shorter words: misreading a
short word has a chance of yielding another existing word, whereas a long word is more likely to give a
nonsense type. That single character counts are inflated may have an additional cause: they can also be
the result of segmentation errors, for instance when the OCR interprets a wide-spaced heading as made
up of single letters rather than words. A precise investigation of these effects is beyond the scope of this
paper, but for now we note that the existence of both under- and overestimated types means that a single,
simple adjustment to the OCR frequencies will not suffice.

Table 1 also divides the type vocabulary into three regions of roughly equal GT token mass. Note that
the OCR frequency ranges may overlap. For instance, the extremely inflated counts of pd, discussed
above, bring the upper limit of the OCR frequency range of the bottom third well within the top range.

The proportion of overestimated types differs starkly between the three regions: in the top third 17%
are overestimated, in the middle third 11% and in the GT observed part of the bottom third, only 4%
(7% in the repeated part). This must also be explained from the stronger tendency of shorter words to
be overestimated, combined with the well known over-representation of short words among the most
frequent words. Of course, this generalization breaks down once we include the types that haven’t been
observed in the GT data: these are all by definition overestimated in the OCR data, and in addition they
are on the long side (median of 8 characters).

The shapes of the frequency distributions in the GT and OCR data resemble each other closely in the
overall data (Pearson’s » = 0.9911, only types observed in GT), as well as in the top and middle regions
(r = 0.9919 and r = 0.9230, respectively). However, in the bottom third, the correlation is low (» =
0.3657, only types observed in GT). Figure 3 plots the relation between the two frequency distributions in
the middle segment, with illustrative cases of over- and underestimation highlighted. Above the diagonal
we see the overestimated cases, which tend to be short in this segment, too. An outlier here is fidn
‘pungent’, whose inflation is due to its resemblance to the highly frequent fr-an ‘from’. The underestimated
types below the diagonal are longer and many contain diacritics. An outlier here is no ‘number’ (that is,
numero), which appears in the newspapers as No or as the abbreviature Ne, which the OCR software
cannot handle.

3.3 Towards a method for adjusting token counts

Although the shapes of the frequency distributions are similar, OCR-based frequency estimates are overall
too low for the GT observable part of the vocabulary, on average 18.6% lower. We will briefly consider
two ways to adjust the OCR estimates upwards to lie closer to the GT observations. In general, we do
not know the amount of underestimation, so we cannot use this number directly. However, we can try to
guess this from the dictionary coverage numbers, plotted in Figure 1b. With a different correction factor
per document, the adjusted frequencies are

1

CﬁtS(W) = Zcounts(w,doc) X W .

doc

This method will overcompensate grossly, however, since the mean coverage in the OCR data is only 72%.
Applying it, we get a total of 589364.4 tokens for the GT observable vocabulary (top third: 198659.5,
middle: 197112.7, bottom: 193592.2), overshooting the mark by 100k tokens. Moreover, the correlation
between GT and adjusted OCR frequencies is lower than with the raw OCR frequencies: » = 0.9899
(top: 0.9908, mid: 0.9140, bottom: 0.3445), which meant also in terms of shape we have moved away
from our target distribution.

A better estimate uses the observation that dictionary coverage on OCR data is not only a matter of
OCR quality, but also of compatibility between document language and the lexical resource. A more
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conservative adjustment would use the latter component as an upper baseline for coverage, as in

compatibility(doc)

counts(w) = Z counts(w, doc) X coverage(doc)

doc

In areal-world setting, we do not know the compatibility of each specific document with a lexical resource,
but we may be able to guess it from what we know about similar documents. We implement this idea
here by using the smoothed coverage trend in the GT data — that is the green trend line in Figure 1 (c) —
to provide use with compatibility scores for each document.

The results are encouraging. We now arrive at 478461.6 tokens for the whole GT observable lexicon
(top: 161200.3, mid: 160126.7, bottom: 157134.6), which is just 10k tokens under the target. Although
the correlation with the GT distribution is still worse than for the unadjusted OCR frequencies, the situa-
tion is better than with our first adjustment: » = 0.9903 (top: 0.9911, mid: 0.9168, bottom: 0.3516).

4 Conclusions

In this paper, we have taken a first look at the effects of varying OCR quality on word statistics in his-
torical Swedish newspaper corpora. The picture that emerges is that, overall, the OCR-based statistics
stay closely to the true distributions in terms of shape, but that the counts for the majority of types are
underestimated. Against this trend we find a much smaller group of overestimated types, which tend to
be short and highly frequent. Using individual examples, we provide some evidence that this is related to
lexical neighbourhood effects, but a more rigorous investigation is needed to provide a more solid ground
to this account.

We also propose a method to calculate adjusted frequencies, so that the OCR estimates resemble the
true GT distributions better. Our method makes crucial use of the strong correlation between coverage
and word error rate we found in the data set. An evaluation of its application to further materials would
let us better asses this method. A particular drawback of the method is that it only targets underestimation,
and it currently only worsens the overestimated type counts. We hope that a future better understanding
of these overestimated cases will help us devise a method that addresses them specifically.

Acknowledgements

We are grateful to Martin Hammarstedt and Anne Schumacher for their help with the Sparv pipeline.
We also thank Lars Borin for recognizing the value of connected corpus and lexical infrastuctures, and
consistently driving their development, not just for modern materials but also for historical corpora. The
current paper is only a small demonstration of the many things one can do if one has both these resources
available together.

References

Yvonne Adesam, Dana Dannélls, & Nina Tahmasebi. 2019. Exploring the quality of the digital historical newspa-
per archive Kubhist. In Proceedings of the 4th Conference of The Association Digital Humanities in the Nordic
Countries (DHN), Copenhagen, Denmark, March 5-8, 2019/ edited by Costanza Navarretta, Manex Agirrezabal,
Bente Maegaard, Aachen. CEUR Workshop Proceedings.

Lars Borin, Markus Forsberg, & Lennart Lonngren. 2013. SALDO: a touch of yin to WordNet’s yang. Language
Resources and Evaluation, 47(4):1191-1211.

Anders Fredrik Dalin. 1850/1853. Ordbok ofver svenska spraket [Swedish dictionary]. Vol. I-1I. Joh. Beckman,
Stockholm.

Dana Dannélls, Lars Bjork, Ove Dirdal, & Torsten Johansson. 2021. A two-OCR engine method for digitized
Swedish newspapers. In Selected Papers from the CLARIN Annual Conference 2020, volume 180 of Linkdping
Electronic Conference Proceedings, pages 65-74. LiU Electronic Press.

Martin Hammarstedt, Anne Schumacher, Lars Borin, & Markus Forsberg. 2022. Sparv 5 user manual. Technical
report, Department of Swedish, Multilingualism, Language Technology, University of Gothenburg.

23



Mark J Hill & Simon Hengchen. 2019. Quantifying the impact of dirty OCR on historical text analysis: Eighteenth
Century Collections Online as a case study. Digital Scholarship in the Humanities, 34(4):825-843, 04.

Clemens Neudecker, Konstantin Baierer, Mike Gerber, Christian Clausner, Apostolos Antonacopoulos, & Stefan
Pletschacher. 2021. A survey of OCR evaluation tools and metrics. In The 6th International Workshop on
Historical Document Imaging and Processing, HIP °21, page 13—18, New York, NY, USA. Association for
Computing Machinery.

R Core Team, 2022. R: A Language and Environment for Statistical Computing. R Foundation for Statistical
Computing, Vienna, Austria.

Jesper Swedberg & Lars Holm. 2009. Swensk Ordabok. Utgiven efter Uppsala-handskriften, med tilldgg och
rdttelser ur ovriga handskrifter, av Lars Holm [Swedish dictionary. Published on the basis of the Uppsala
manuscript, with additions and corrections from other manuscripts, by Lars Holm]. Stifts- och landsbiblioteket
i Skara, Skara.

Daniel van Strien, Kaspar Beelen, Mariona Ardanuy, Kasra Hosseini, Barbara McGillivray, & Giovanni Colavizza.
2020. Assessing the impact of ocr quality on downstream NLP tasks. In Proceedings of the 12th Interna-
tional Conference on Agents and Artificial Intelligence - Volume 1: ARTIDIGH,, pages 484—496. INSTICC,
SciTePress.

24



Investigating a linguistic mini landscape:
The Tsez (Dido) dialect dictionary project

Bernard Comrie
Department of Linguistics
University of California
Santa Barbara, CA, USA
comrie@ucsb.edu

Abstract

The interim results of the Dialect Dictionary of the Tsez (Dido) Language project, in compari-
son with documentation of grammatical differences among Tsez dialects from the mid-twentieth
century, provide good information on the dynamics of grammatical and phonological change in
Tsez dialects over a period of 70 years. Morphology is stable, including morphological differ-
ences between dialects, and may be an important linguistic marker of local identity. By contrast,
two major phonological changes, vowel shortening and delabialization of consonants, have rad-
ically changed the phonologies and morphophonologies of many Tsez dialects. These changes
have spread widely, but not universally, giving rise to new isoglosses that distinguish dialects
from one another. The mini-landscape overall shows an interesting interaction of stability and
innovation, against the background of the maintenance of local identity, including in linguistic
terms.

1 Introduction

Lars Borin and I share an interest in the dynamics of language areas, including both the synchronic
distribution of typological variables within the area and the historical processes — break-up of proto-
languages with increasing diversification of descendant languages across time, as well as the effects of
language contact — that have led to the present-day distribution. We have collaborated with Anju Saxena
in investigating the large language area that is South Asia as well as one of its mid-sized sub-components,
the Western Himalayas. I happen to have a personal interest in a much smaller language area, namely the
dialect diversity within the Tsez language.

Tsez, also known by the Georgian-origin exonym Dido, is one of about a dozen small languages spo-
ken in the Tsunta and Tsumada districts of the Daghestan Republic in the North Caucasus. All belong to
the Nakh-Daghestanian (East Caucasian) language family. According to the 2010 census of the Russian
Federation, Tsez then had about 12 500 speakers, although community activists think that this is substan-
tially undercounted. Tsez is spoken in about fifty small villages, and probably each village has some
combination of grammatical and lexical features that sets it apart from each other village. However, the
different village varieties can be grouped into a limited number of dialect clusters.

The most detailed published classification of the Tsez dialects remains Imnaj$vili (1963, p.9-10), based
on extensive fieldwork among the Tsez in the period 1946-1954. There is a clearcut distinction between
the Sagada dialect group and the remainder of the dialects, which latter I will call the Nuclear Tsez dialect
group; mutual intelligibility across this divide is impaired, while varieties within each of the Sagada and
Nuclear Tsez groups are readily mutually intelligible. I restrict myself in this article to the Nuclear Tsez
group. Imnajsvili divides the Nuclear Tsez group into five dialect clusters, as shown in Table 1, and this
classification remains the basis for the map in Koryakov (2002). Figure 1 is a schematic visualization
of the relative geographic location of the Tsez dialects based on Koryakov, with dialect clusters in bold
face; where more than one village dialect within a dialect cluster is cited in this article, they are indicated
in italics. In the text of the article, references are to village dialects unless cluster or group is specified.

Bernard Comrie. 2022. Investigating a linguistic mini landscape: The Tsez (Dido) dialect dic-
tionary project. In Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and
Learn — Festschrift in honor of Lars Borin, pages 25-28. Available under CC BY 4.0 25



Dialect group Dialect cluster Village dialects referred to in text

Sagada Sagada Sagada
Nuclear Tsez  Kidero Kidero, Mokok
Shaitli Shaitli
Asakh Asakh, Khushet, Khutrakh, Tsebari
Shapikh Shapikh
Elbok Elbok

Table 1: Tsez dialects (classification)

Khushet Sagada
Asakh Asakh Tsebari Mokok
Kidero Shaitli
Khutrakh Kidero
hapikh
Shapi Elbok |

Figure 1: Tsez dialects (sketch map)

Imnajsvili (1963) is a grammar, and as such concentrates on grammatical, including phonological,
differences across dialects, with only incidental attention to lexical differences. The explosion of work
on Tsez that started in the late 1980s and continues to the present day has seen continued investigation
of the grammar of the language, in particular of the dialect groups Asakh (Tsebari village) and Kidero
(Kidero and especially Mokok villages). There has also been a burgeoning of work on the lexicon, with
the main published work to date being Xalilov (1999); this work does not aim to cover the whole range of
Tsez dialects, but often gives variants for Kidero, Mokok, and Asakh. Ramazan Rajabov, from Tsebari,
compiled unpublished lexical materials in his native dialect in his capacity as Research Assistant under
NSF grant SBR-9220219 (University of Southern California; PIs Maria Polinsky, Bernard Comrie) in the
early 1990s.

The most ambitious proposal so far to document cross-dialect diversity, more specifically lexical di-
versity, in Tsez is the project Dialect Dictionary of the Tsez (Dido) Language (Abdulaev & Xalilov, In
prep). By mid-2022 preliminary version 5 of the dictionary was ready, under the authorship of Arsen
Abdulaev (from Mokok), and Madzid Xalilov (Head of the Lexicology and Lexicography Department in
the Daghestan Federal Research Center of the Russian Academy of Sciences); my own role in the project
is as a scientific advisor. The data collection phase of the project was funded by the then Department of
Linguistics of the Max Planck Institute for Evolutionary Anthropology.

Comparison of this current project with dialect differences seen in Imnajsvili (1963) provides input
into the discussion of section 2. At first, however, one might wonder to what extent one can reasonably
compare a grammar based on documentation from the mid-twentieth century with a contemporary dictio-
nary. Imnaj$vili (1963) does not deal specifically with the lexicon, while Abdulaev & Xalilov (In prep)
do not deal specifically with grammar. However, there are two factors that lead to substantial compara-
bility. First, Tsez has a reasonably complex inflectional morphology, and like many such languages has
lexicalized some grammatical forms, so that these appear as separate lemmas in a dictionary. One might
compare the English adjectives interesting and tired, distinct lexical items despite their etymologies as
present participle of the verb fo interest and past participle of o tire respectively. Second, an important
point of comparison is the phonology, and here both the grammar and the lexicon provide relevant ma-
terial, in particular given that the grammar gives examples of the inflectional morphology of a range of
lexical items.
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2 The dynamics of stability and change in Tsez dialects

One respect in which Nuclear Tsezic dialects differ is in the details of morphology. For instance, negative
suffixes in some dialects begin with simple ¢, while in others they begin with n¢’. The negative converb
thus has two dialect variants, in -¢ ey and in -n¢ ey, as in the forms of the verb +—iy' ‘to know’: +—iy-¢’ey
and +—iy-nc’ey. This negative converb has become lexicalized in Tsez in the meaning ‘unknowingly,
unbeknownst’ (i.e. either the subject of the sentence or some other entity may lack knowledge — Tsez
is simply unspecific here), and as such it is listed in the dictionary. Imnajsvili (1963, p.199) shows the
suffix variant with n for the Kidero, Shaitli, and Elbok dialect clusters, the variant without n for the
Asakh and Shapikh dialect clusters. Exactly this same distribution is found in Abdulaev & Xalilov (In
prep): (s.v. puiinuleit). This seems to reflect a general tendency in Tsez dialect morphology. The dialects
are morphologically conservative, retaining features that distinguish them from other dialects as stable
markers of local identity.

Turning now to phonology, including morphophonology, two phenomena turn out to be not only of
interest given recent developments in Tsez dialects but also well represented in the citation forms of
lexical items in Abdulaev & Xalilov (In prep): long vowels and labialized consonants.

All Tsez dialects seem historically to have had long vowels, restricted to certain morphological forms
and probably originally representing vowel lengthening with concomitant reduction in the number of
qualitative oppositions. The material provided by Imnaj$vili (1963) shows that long vowels were then
largely intact across the dialects, although there were already some signs of shortening. Thus, Imnajsvili
(1963, p.94) gives long-vowel forms for the dative case of the first person singular pronoun for Kidero
and Mokok (ddr), Asakh (dar), and Shaitli (der), but a form with a short vowel in Elbok (ddr, where
the acute accent indicates a stressed short vowel). Abdulaev & Xalilov (In prep) show that long vowels
have undergone shortening across many dialects. They are systematically retained in Mokok and Asakh,
to which we can add Tsebari. They are systematically lost in Kidero, this being, incidentally, one of
the features that now distinguishes Mokok from Kidero within Imnajsvili’s Kidero dialect cluster. The
shortening of long vowels in Kidero was noted already in Kibrik & Kodzasov (1990, p.329). The dialect
differences can be seen in a nominalized derivative of the verb gugi- ‘to be lost’. The past participle has
the suffix -ru, which requires vowel lengthening, thus giving gagiru, as still in Mokok and Asakh. This
can then be nominalized with the suffix -¢i to give gagiruti ‘loss’, which is listed as a separate lexical
item in Abdulaev & Xalilov (In prep): s.v. rarupynsu). The word for ‘loss’ is given there as gagiruti,
with a long vowel, in Mokok and Asakh, but as gagiru¢i, with a short vowel, in Kidero. Material from
other village dialects is still being processed.

Historically, labialized consonants are attested in Tsez both in particular lexical items, e.g. k“edin
‘sledgehammer’, including finally in some verb stems, e.g. cax"- ‘to write’, and as the result of desyllabi-
fication of the vowel u before another vowel in verbs, as in the infinitive +—ez"-a from the stem +—ezu- ‘to
look’. I concentrate here on verb forms like infinitive cax"-a and +—ez"-a. As documented by Imnajsvili
(1963, p.166), labialization was still found, apparently in all dialects in both verb types (though with some
indications of incipient loss in the form of sporadic variable labialization). By the time of Abdulaev &
Xalilov (In prep), it had basically been lost in Kidero, Mokok, Shaitli, and Shapikh, consistently retained
only in Asakh and Elbok, predominantly retained in Khushet and predominantly lost in Khutrakh — the
“predominantly” here covering variation that probably indicates a sound change in progress. In Tsebari,
the situation is more differentiated: Labialization is retained consistently in the +—ez"-a type, but just as
consistently lost in the cax"-a type. Compare the forms in Table 2.

In the language of the period documented by Imnajsvili (1963), all dialects would have followed the
pattern of Asakh village. Some explanations of the forms are in order. First, the past witnessed has the
suffix -si after a consonant, shortened to -s after a vowel; since labialized consonants are only found
phonetically before a vowel, the labialization is lost in cax-si. Second, the infinitive has the suffix -a,
before which a vowel is lost: The vowel i is simply dropped, while the vowel u is desyllabified to give
labialization in dialects that retain labialization, dropped in those that do not.

!The notation +— at the beginning of a word indicates that the given word requires a gender agreement prefix in that mor-
phological slot.
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Past Lemma in Abdulaev

Stem witnessed Infinitive & Xalilov (In prep) Gloss
Mokok Asakh Tsebari

+—ac - +—ac’-si +—ac’-a +—ac’-a +—ac’-a Oarla ‘to eat’

+—ik i- +—ik i-s +—ik’-a +—ik’-a +—ik’-a oukla ‘to go’

cax"- cax-si cax-a cax"-a cax-a naxa ‘to write’

+—ezu- +—ezu-s +—ez-a +—ez"-a +—e7"-a Oe3a ‘to look’

Table 2: Labialization in Tsez verb forms

The phonological changes of vowel shortening and delabialization thus show innovations spread-
ing across the landscape, though still sensitive to village dialect boundaries, which sometimes become
isoglosses separating the innovative and conservative forms.

3 Conclusion

For the Tsez community, the main attraction of Abdulaev & Xalilov (In prep) is the rich information it
provides on lexical differences across Tsez dialects. For linguists, however, the dictionary, even in its
present preliminary stage, contains enough information on morphology and phonology to provide new
insights into the dynamics of language stability and change across Tsez dialects since the mid-twentieth
century. In particular, morphological distinctions seem stable, perhaps as markers of local linguistic
identity. By contrast, phonological (including morphophonological) changes, such as vowel shortening
and delabialization of consonants, have spread rapidly, though they remain sensitive to dialect bound-
aries as potential isoglosses. It is to be hoped that more detailed studies of Tsez dialect morphology and
phonology will follow.

References

Arsen K. Abdulaev & Madzid S. Xalilov. (In prep.). JInaneKTonornueckuii coBaph HEe3cKoro (IHA0HCKOT0) A3bIKa
[Dialect dictionary of the Tsez (Dido) language].

David S. Imnajsvili. 1963. Juoouckui s3vik 6 cpasnenuu ¢ eunyxckum u xeapuiutickum sazvikamu [The Dido
language in comparison with Hinug and Khwarshi]. Tbilisi: 1zd-vo Akademii nauk Gruzinskoj SSR.

Aleksandr E. Kibrik & Sandro V. Kodzasov. 1990. Conocmasumenvnoe usyuenue dazecmanckux sa3eiko8. Hms.
©Donemuxa [Comparative study of Daghestanian languages: The noun. Phonetics]. Moscow: 1zd-vo MGU.

Yuri Koryakov. 2002. Dagestanian languages: West. In Yuri Koryakov, editor, Atlas of the Caucasian languages:
Map 9. Moscow: Institute of Linguistics RAS. http://lingvarium.org/maps/caucas/9-andido.gif.

Madzid S. Xalilov. 1999. IJescko-pyccxuii cnosapy [Tsez-Russian dictionary]. Moscow: Academia.

28



Beyond strings of characters: Resources meet NLP — Again

Dana Dannélls Tiago Timponi Torrent
Sprakbanken Text FrameNet Brasil
University of Gothenburg, Sweden  Federal University of Juiz de Fora, Brazil
dana.dannells@svenska.gu.se tiago.torrent@ufjf.br
Natalia Sathler Sigiliano Simon Dobnik
FrameNet Brasil CLASP, FLoV
Federal University of Juiz de Fora, Brazil = University of Gothenburg, Sweden
natalia.sigiliano@ufjf.br simon.dobnik@gu.se
Abstract

FrameNet (FN) resources have existed for many languages for over a decade but their adoption
in real world applications has been limited. To celebrate the 65 anniversary of Lars Borin, the
initiator and leader of Swedish FrameNet, among others, we take a standpoint to motivate why
language resources are crucial for moving NLP forward. We present our position on (a) the need
for language resources to embrace other dimensions of text and language use, and (b) the need
for them to relate to other representations through multimodality.

1 Introduction

The late 1990’s witnessed the consolidation of two important areas in Natural Language Process-
ing (NLP). On one side, statistically-oriented methods took advantage of improved computing capacity
and corpus availability to make their way into not only mainstream computational processing of linguis-
tic structures, but also into core research in Artificial Intelligence. On the other, language resources, such
as WordNet (Miller et al., 1990) and FrameNet (Baker et al., 1998), redefined methodologies, outcomes
and expectations for the computationally assisted development of representations of linguistic cognition.
As both sub-fields evolved, though, only the first of them kept being framed as core NLP.

As aresult, on top of the enormous progress derived from the development and application of models
based on embeddings and transformers — only to mention the most recent — to the analysis of human
languages, the association of computational linguistics with statistics-based approaches also brought a
misconception: the one according to which human languages can be modelled from form alone (Bender &
Koller, 2020; Merrill et al., 2021). Form in this case equally applies to multimodal models, where strings
of characters and pixels are statistically matched to emulate grounding (Kelleher & Dobnik, 2022).

Such a misconception is prejudicial for two of the main purposes of NLP: that of modelling how
human languages work and that of applying computational models to downstream tasks. Regarding the
first, an extensive body of research in Linguistics has demonstrated that linguistic form alone does not
encode meaning in a way that is either exhaustive or sufficient for comprehension — see Fauconnier &
Turner (2002) for pointers. It has also demonstrated that strict compositionality is not able to account
for very central language understanding processes (Fillmore, 1979). As for the latter, as Bender et al.
(2021) explain, models based on the statistic manipulation of linguistic form also encode unwanted social
biases, since they are trained on static limited corpora, representing, via patterns extracted from strings of
characters, limited perspectives on culture and society, excluding marginalised groups. Moreover, Rogers
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(2021) shows such models do not perform well on phenomena that are not frequent, because languages
follow Zipf’s law and most phenomena are distributed along low frequencies of occurrence.

If we want computers to approach understanding of natural languages, and also get a full-range under-
standing of our reality, we need to equip them with large amount of linguistic knowledge (Dobnik et al.,
2022). Such knowledge includes meaning, which, in turn, is structured in terms of scenes, grounded in
context and subject to construal operations (Trott et al., 2020). Such a representation of meaning cannot
be achieved via statistical processes alone. Therefore, our standpoint is that structured language resources
are crucial for moving NLP forward. Research indicates that syntactic and semantic annotated resources
compensate for quantitative data (Swayamdipta et al., 2018), providing evidence that rich linguistic re-
sources complemented with high-quality annotations are valuable in the field (Conia & Navigli, 2020;
Marton & Sayeed, 2021). Moreover, the tremendous computational and environmental costs resulting
from training deep neural network models (Strubell et al., 2019) have also been reframing the idea that
curated language resources are too expensive, while neural networks are almost free.

Nonetheless, language resources too need rethinking. Even the ones, like FrameNet (Fillmore et al.,
2003), which rely heavily on annotation to attest the analyses, traditionally adopt a very narrow definition
of what is an instance of language. Although Berkeley FrameNet (BFN) conducts most of its annotation
process on the British National Corpus (BNC) (BNC Consortium, 2007), which is balanced for genre,
the annotation disregards structure that lies beyond the syntactic locality of the target lexical unit being
annotated. In this regard, because of its lexicographic origins, BFN limits annotation to the association of
semantic and morpho-syntactic labels to parts of sentences, with no information being stored or even de-
rived, for example, about the genre macro-structure and properties in frame semantics terms. As pointed
out by Torrent et al. (2022), this is not a limitation of the theory of Frame Semantics (Fillmore, 1982),
but a limitation deriving from how the original FN model was implemented. In this paper, we arguing
argue that the lexicographic orientation of BFN has contributed to reducing text to strings of characters.
We then present our position on (a) the need for language resources to embrace other dimensions of
texts, namely those related to the characteristics of genres, which would reconcile them with statistical
language models, and (b) the need for them to go one step further and embrace multimodality, since
human communication is inherently multimodal. Before advancing to those two claims, though, the next
section presents an overview of FrameNet.

2 FrameNet in the multilingual world

FrameNet (FN), a lexical semantic resource originally developed for English, was established as a result
of a computational lexicographic project led by Fillmore and his colleagues (Baker et al., 1998). The
resource rests on the linguistic theory of Frame Semantics (Fillmore, 1982). It follows the standard view
of how humans comprehend language through a conceptual, semantic system, containing knowledge
about the world that is necessary for supporting inference, and performing cognitive tasks. In the context
of FN, frames are general schematic representations of actions, containing Frame Elements (FEs) and
Lexical Units (LUs) that can be mapped to particular instances of text type and genre.

Because FN encodes both semantic and syntactic valence information about words — the two compo-
nents that are arguably the driving force behind any NLP task that requires NLU — it has inspired new
initiatives in other languages, including, just to name a few: Japanese (Saito et al., 2008), Spanish (Subi-
rats, 2009), Swedish (Dannélls et al., 2021) and Portuguese (Torrent & Ellsworth, 2013). Following the
design and development of BEN (Fillmore et al., 2003), all languages, almost exclusively, encode system-
atic representations of semantic structures and their relations to words based on empirical evidence from
corpus data. Nevertheless, the nature of the corpora from where sentences were extracted, the methods
used to extract them, the annotation processes, and the skills the annotators possess differ greatly be-
tween the languages. Perhaps not surprisingly, despite initiatives of emulating FN in other languages for
the purpose of creating full-fledged lexical semantic resources, considerably little effort has been given
to exploiting FN resources in real-world applications. One important reason for this is the small amount
of annotated data for languages other than English, as shown in Table 1. The second reason is the lack of
context information surrounding lexical units. For example, despite the large amount of annotated sen-
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English Japanese Portuguese Spanish Swedish
Total lexical units 13421 3405 8393 1268 39212
Total annotation sets 200k 73k 12k 11k 9k

Table 1: FrameNet data statistics from Baker et al. (2015) with modification of the Portuguese and
Swedish data.

tences covered in BFN, not all of the LUs in a frame are attested with example sentences. Moreover, the
representativeness of the annotation in terms of both the lexical unit and the frame elements instantiated
in each annotation set is not guaranteed. In BFN many sentences are annotated with null instantiation
categories for expressing structurally omitted constituents. This lack of semantic and syntactic coverage
has limited the performance of automatic processes such as semantic role labelling (see Section 3). Third
is the abstract level of distinctiveness of the semantic categories available in frames, resulting in the lack
of mechanism for representing the intrinsic meanings of LUs. For example, the LUs dog and cat belong
to the Animal frame but there are no further semantic attributes to distinguish between them or represent
how they are perceived in the world. To include this knowledge, an addition of cumulative, context and
common-sense knowledge is required (Torrent et al., 2022).

Arguably, lexical semantic resources are hard to come by. Annotation sets are amenable to the corpus at
hand, as well as to the annotator curation in cases of manual annotations (Chang et al., 2015), something
that was acknowledged in the development and construction of Swedish FrameNet (SweFN).

SweFN is one of the largest FrameNet resources covering nearly 40k lexical units. It has been created
by reusing exiting Swedish linguistic resources and integrating them all in a large Swedish infrastruc-
ture for language technology through one pivot lexicon Saldo (Borin et al., 2021). Assuming the Zipf
behaviour which characterises lexical resources like Saldo is of great importance when resources are to
be connected (Borin, 2010). Annotation sets in SweFN were retrived from Korp (Borin et al., 2012) —
Sprakbanken Text corpus infrastrcuture, which contains text types and genres from diverse spheres of
human activity, ranging from academic, medical, legal, newspapers, fiction, journals and social media.
The annotation sets provide broad coverage of the semantic and syntactic representations of LUs. An
undertaking that was achieved by balancing between computational methods and manual work, leaving
some room for human intuitions and some room for consistent, robust language processing.

However, in spite of being developed within a larger infrastructure centred around text, SweFN — like
most other FN initiatives — is yet to incorporate information that goes beyond the micro-structure of text.
In the following section we argue for this direction as a next step in the expansion of the FN model.

3 Beyond strings of characters: FrameNet meets textual genres

From the point of view of the approaches to Linguistics that take meaning and the social context of
language use inseparable from linguistic form, text is much more than sequences of characters forming a
sentence judged as grammatical in a language (Cooper, in prep). Therefore, under those perspectives, as
much as annotated corpora have been playing a key role in NLP for the past two decades and metadata
associated to raw data has proven beneficial for many applications in the field, the material traditionally
used in annotation projects — most FN initiatives included — is only one of the ingredients in a text.
Standard FN-like annotation is capable of capturing morpho-syntactic information on the instantia-
tions of FEs in a sentence. Those properties are used in BFN for building the valence patterns of LUs
and may eventually inform lexicographers of the need to split a frame or re-frame a given LU, moving
it to another frame (Petruck et al., 2004; Ruppenhofer et al., 2016). Also, BFN annotations of sentences
have been used for training semantic role labellers such as SEMAFOR (Das et al., 2010), Open Sesame
(Swayamdipta et al., 2017) and LOME (Xia et al., 2021). However, although the BNC, the main corpus
used by BFN, is balanced for genres (BNC Consortium, 2007), most of BFN annotation does not make
use of such a feature. This is so because BFN was built as a lexicographic resource, and annotated sen-
tences extracted from the BNC were meant to support the analyses carried out for a given LU. Therefore,
the portion of BFN annotations used for training SEMAFOR, Open Sesame and LOME is that of the
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full text annotation section, which comprises only circa 3,000 sentences from mostly bureaucratic texts,
news pieces and travel guides (Das et al., 2010). This is to say, in other words, that those semantic role
labellers are trained and tested on a tiny fraction of textual genres there are, and that the dataset used for
training them does not come from a balanced corpus.

More than limiting the representativeness of the training data concerning the semantic side of anno-
tation, this is also a limiting factor for the morpho-syntactic side of the annotation. This is so because,
as demonstrated by Sigiliano & Torrent (2017), different textual genres may show different morpho-
syntactic valence affordances. In their paper, authors show, for example, that the omission of core FEs,
especially those with indefinite reference, was considerably higher in travel guides when compared to
the occurrences of the same type of null instantiation in the TED Talk annotated for the Global FrameNet
shared annotation task (Torrent et al., 2018).

Nonetheless, this is not the only limitation of annotating sequences of characters forming sentences,
instead of annotating genres. There is a myriad of types of information that genres comprise besides
the sentences in them. This is to say that they can only be defined, following Swales (1990, p.58), as
a class of events sharing a communicative purpose, a schematic structure supporting such purpose, as
well as similarities in form, style, structure and content, because members of a linguistic community
can recognise them from shared characteristics. Also, they can only be grouped together, as proposed
by Schneuwly & Dolz-Mestre (2004), because they share biases towards given linguistic operationse.g.
the common use of imperatives in instructional genres in languages such as Brazilian Portuguese and
English. A pilot experiment conducted by Dutra & Sigiliano (2021) was able to extract correlations be-
tween FN-like valence patterns and genre by annotating a corpus comprising 25 exemplar texts from
25 different genres, grouped, following Schneuwly & Dolz-Mestre (2004), under the argumentative, ex-
pository, instructional, narrative and reporting domains. For such a project, genres were imported to the
FrameNet Brasil WebTool and annotated following the principles of full-text annotation. Although con-
trolled for genre, the annotation does not take into consideration key features of genres, namely those
located beyond the verbal language communicative mode.

As Bateman (2008) points out, however, advances in technology have been highlighting the impor-
tance of other communicative modes for genre analysis. The author also notes the lack of analytical tools
for accounting for those multimodal aspects, especially in order to ground the analysis in more concrete
details of objects being analysed. Hiippala (2014) points to the fact that the lack of linearity in multi-
modal genres compromises current analytical tools generally applied to text-only genre analysis. The
author proceeds by claiming that because multimodal genres are stratified, tools used for analysing them
must be capable of identifying semiotic choices contributing to the genre structure in multiple strata. In
the following section we claim that a multimodal turn in FN might provide such kind of tool.

4 Beyond verbal language: FrameNet meets multimodality

To some extent, FN analyses, especially full-text annotation, are already capable of providing non-linear
representations of the semantics of text. As pointed out by Torrent et al. (2022), the very nature of
frames, as defined by Fillmore (1982), include both common-sense knowledge and communicative sit-
uation grounding. However, methodological decisions made when implementing Frame Semantics as a
computational lexicographic resource focusing mostly on content — as opposed to functional — words
have precluded such aspects from being properly considered in annotation.

As for communicative situation grounding, work on pragmatic frames (Ohara, 2018; Czulo et al., 2020)
has begun to indicate paths for expanding the kinds of frames FN may include, by means of looking into
pragmatic set-ups evoked by grammatical constructions. The idea is that frames should be extended to
represent linguistic knowledge activated by language structures such as deixis, turn taking and informa-
tion status. Nonetheless, once one recognises the inherently multimodal nature of human communication,
other communicative modes must be considered as well. Belcavello et al. (2020) introduce the idea for
a multimodal FN, by reporting on a pilot annotation experiment conducted on a TV travel documentary.
Authors describe the process for extracting verbal language data from the video and feeding the output
for full-text annotation. They discuss the methodology for annotating video sequences for frames using
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Figure 1: An image annotated with the Charon video annotation interface.

bounding boxes associated to elements in the scenes. In another annotation experiment, Viridiano et al.
(2022) report on the annotation of the Flickr30k Entities dataset (Plummer et al., 2015) for frames and
FEs. Both annotation efforts are conducted in Charon, an annotation tool developed to extend FN-like
annotation to the visual mode (Belcavello et al., 2022) shown in Figure 1. This allows for the annotations
of the verbal language and the visual modes to be correlated. In the part of the TV show being annotated,
one Reykjavik local interviewed by the program host explains that the financial crisis in Iceland had a
positive impact on the people. He than enunciates (1). Such a sentence could be annotated for the LU
criativo.a evoking the Mental_property frame, as shown in (2).

(@))] O povo voltou a ser criativo.
People became creative again.

Mental tY opiath
2 [O povoproraconist] Voltou a [sercopula [ ental-ProPeTty criativopguavior |-

The visual mode, in turn, is annotated for the Physical_artworks frame, being the graffiti on the wall
annotated for the ARTEFACT FE. The annotations of both modalities, when combined, have, thus, the
potential of enriching the semantic representation FN is capable of providing for a multimodal genre.

5 What lies ahead in the future?

Making predictions of what lies ahead in NLP is always risky, but the position that we have laid out in
this paper indicates that we should consider at least four points:

(i) Focus on the creation of high quality resources that not only overcome the current resource biases
but also cover a wide-variety of genres expressing different communicative intents. This means that data
collection is equally important as the annotation of these resources by frames. Without good data, we
cannot have good coverage of resources.

(ii) Frame annotation must invariably go beyond annotation of texts. This will disassociate the current
frame annotation bias to textual forms and would allow them to represent more common-sense knowl-
edge, making them useful for a variety of natural language inference tasks. An excellent example of this
is integration of other resources done in the SweFN project. More knowledge is always better but then a
question arises as to what degree such representations can be applied in traditional tasks such as semantic
role labelling in texts alone since not all such information is explicitly expressed in texts, and contexts
will have to be disambiguated. This brings us to the third point.

(iii) Meaning representations should be multimodal as this is how communication works. The interest-
ing question is then what modes are to be integrated and how? We have seen examples of annotation of
images and videos in FN-Brasil but one could also include gestures, emotions and sentiment. Such an
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undertaking assumes theoretical understanding how different modalities interact and make up meaning
and also also how language is used in linguistic and non-linguistic interaction with the world. However,
despite large amount of theoretical and experimental work in these areas, such mechanisms are also not
yet fully known and understood.

(iv) How do we represent multimodal meaning in a way that it can be linked to frame representa-
tions? Bridging conceptual and perceptual domains inevitably involves classification and hence we need
representations that are hybrid: data driven and machine learned, and expert-defined encoding frame
information. Moreover, frame representations need to become multidisciplinary to capture what other
fields — such as Computer Vision, Robotics, Music and Film Theories, Mass Media Communication —
already know about meaning production.

What will be made of these points might appear in future research or Lars’ 75 anniversary Festschrift.
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Abstract

We present a preliminary case study on the use of word vectors in lexicographic practice. The
study shows the potential of using vector models in the revision of existing dictionary entries as
well as creating new entries.

1 Inledning

Den lexikografiska praktiken #r idag datadriven, dér sprakliga beskrivningar huvudsakligen baseras pa
den evidens som samlas ur stora méngder text, sa kallade korpusar. Sprakproven presenteras oftast i form
av konkordanser, vilket med ritta kan anses vara lexikografens frimsta verktyg. Atkins & Rundell (2008)
fangar orsaken i foljande citat: ”One of the earliest revelations of corpus study was that that right- or left-
sorted concordances will often give a powerful, visual representation of a word’s recurrent patterns - in
a way that is impossible to ignore or overlook.”

Aven bruket av olika slags ordbilder (Borin et al., 2012) #r standard, inom vilka man pi olika vis
abstraherar ordens sprakliga kontexter for att ddrmed ge en bittre 6verblick 6ver vad som forekommer
i ordens kontext. Ordbilder kan exempelvis vara baserade pé en automatisk syntaktisk analys, ddr man
samlat de syntaktiska konstituenterna i separata tabeller, exempelvis en tabell med alla subjekthuvuden
for ett visst verb. Ocksa ordbilder #r viktiga verktyg for lexikografen for att kunna astadkomma en sa ut-
forlig och réttvisade bild av uppslagsorden som méjligt, och da inte minst uppslagsordens syntagmatiska
egenskaper. Fragan dr om det finns andra metoder som kan tillféra nya aspekter och perspektiv.

I foreliggande arbete redogor vi for en initial studie av vérdet av att anvidnda ordvektorer som ett
verktyg i lexikografiskt arbete. Mer konkret studerar vi vad bruket av ordvektorer kan bidra med dels nér
det giller beskrivningen av etablerade svenska ord som redan inforlivats i en viss ordbok, hédr Svenska
Akademiens Svensk ordbok (2021; hddanefter SO), dels vad vektorer kan tillféra vid beskrivningen av
nya ord som kan komma att finnas med i nista uppdatering av samma verk.!

Innan vi kortfattat redogér for vad ordvektorer dr kan det vara pa plats med en kort beskrivning av
den aktuella ordboken. SO ir en allménspréklig definitionsordbok som har till uppgift att spegla samti-
da svenska. Ordboken innehaller ca 65 000 uppslagsord som ér forsedda med uppgifter om bl.a. uttal,
bojning, betydelse(r), konstruktion(er), fraseologi och etymologi. Tyngdpunkten ligger dock pa vad upp-
slagsorden betyder och hur de anvinds. Betydelsebeskrivningarna stods av sprakprov, savil morfologiska
som syntaktiska. Uppslagsorden i SO relateras ocksa till andra uppslagsord i samma verk genom hénvis-
ningar till bl.a. synonyma, antonyma och kohyponyma ord. Ordboken kan dédrmed sidgas utgora ett slags
semantiskt nitverk mellan olika lexikala enheter i svenskan (Blensenius et al., 2021). SO ér tillgénglig
dels i form av appar, dels via ordboksportalen svenska.se.

IS0 utarbetas inom ramen for ett samarbete mellan Svenska Akademien och GU och av ett forskarlag inom vilket vi sjilva
ingar.
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2  Ordvektorer

Ordvektorer, dven kallade ordinbdddningar, ir matematiska representationer av ord som forsoker fanga
ordens egenskaper pa sa vis att relaterade ord hamnar néra varandra i en sa kallad vektorrymd. Detta gors
med hjélp av ordens kontexter som hdmtas ur en stor méngd textmaterial. Uttryckt annorlunda anses ord
vara relaterade med varandra nir de féorekommer i samma typ av sprakliga kontext.

Ordvektorernas kvalitet 4r beroende av hur manga relevanta sprakliga kontexter som forekommit i det
textmaterial man anvint for att skapa respektive ordvektor. Med tanke pa att ordens statistik dr zipfiansk
distribuerad, dvs. snabbt avtagande, kommer det oundvikligen att finnas ord som ligger néra varandra i
vektorrymden beroende pa slumpmissighet snarare dn kontextuell likhet. Detta behdver man ta hojd for
i en studie som denna.

Det finns manga olika metoder for att skapa ordvektorer, och alla dessa metoder har sina for- och
nackdelar. Den metod vi har valt i den hir studien har implementerats i verktyget fastText (Bojanowski
et al., 2016), som representerar varje ord utifran dess delar. Fordelen med detta &r att ord som tidigare
inte observerats kan hamna ritt i vektorrymden, givet att delarna har observerats. Tekniskt sdger man att
metoden kan hantera OOV (Out of Vocabulary). Detta dr en egenskap som é&r viktig vid studier av ett
sprak som svenska med sin rika produktion av nya sammansittningar.

Verktyget fastText distribueras tillsammans med fortrinade ordvektorer for 157 sprak (Grave et al.,
2018), och vi har anvént den for svenska. Ordvektorerna dr baserade pa datamidngden Common Crawl,
som &r ett stort insamlat material med webbsidor, och Wikipedia.

Det finns en rik flora av vetenskapliga arbeten som kretsar runt hur frukten av lexikografiskt arbete
kan anviéndas till att forbéttra ordvektormodeller, men det finns féarre som behandlar hur ordvektorer kan
anvindas i lexikografisk praktik. En studie som ligger néra den studie vi rapporterar om hir dr Sgrensen
& Nimb (2018), som anvinder sig av en annan populdr metod for att skapa ordvektorer, word2vec, som
ett lexikografiskt verktyg for att hitta ord som saknas i ett visst semantiskt filt eller for att identifiera
inkonsekvenser i existerande beskrivningar.

3 Studien

Inom ramen for denna undersokning har vi studerat sammanlagt 20 svenska ord. Hilften av dessa be-
handlas i SO (2021), hilften av dem kan betraktas som nyordskandidater i forhallande till SO. Kénne-
tecknande for den senare typen av ord dr att de finns med i en forteckning med nyordskandidater vilken
utarbetats genom en jimforelse mellan svenska textmaterial fran 2021 med motsvarande material fran
2020. De aktuella orden har antingen dykt upp som nyheter i det senare materialet eller okat i anvéindning.

De tio etablerade orden &r: adekvat, disputation, frdasch, hund, kdirlek, organisera, rod, sjunga, usch
och dldras. Som synes tillhor de olika ordklasser. Vidare upptrider de oftast i olika sammanhang, inte
minst i olika slags texter.

De tio nyordskandidater som vi granskat #r: blabrun, gangsterrap, glamping, kontaktforbud, matresa,
mockumentdr, prosecco, smittovdg, snabbtesta och yes. De flesta av dessa &r substantiv, men det sdger
ocksa nagot om hur ordklassfordelningen ser ut i hela listan med nyordskandidater.

Vid granskningen av de 20 orden har vi studerat vad de har fér 100 ndrmaste grannar i vektorrymden.
Har 4r t.ex. en forteckning 6ver de 100 ndrmaste grannarna for substantivet kdrlek, sorterade i fallande
ordning baserat pa avstand (siffrorna i parentes):

kirlek. (0.783), kirlek.En (0.779), kirleken (0.778), Kirlek (0.764), sjilvkirlek (0.751), familjekirlek
(0.742), foraldrakirlek (0.739), kirlekDu (0.732), kirlek- (0.729), hat-kirlek (0.728), kirlek.Och (0.722),
véinskap (0.718), moderskirlek (0.714), Gudskirlek (0.713), livskirlek (0.711), kirlekAtt (0.710), kérleks-
fullhet (0.706), ménniskokirlek (0.703), kirlek.Men (0.701), syskonkiérlek (0.685), kirlekslycka (0.681), ton-
arskirlek (0.680), kiirlek.Jag (0.675), forilskelse (0.675), kirlekssorg (0.675), kirlekskiinslor (0.674), Kir-
lek.Det (0.673), kirlekshandling (0.672), kérleksrus (0.670), kirleksmagi (0.667), Gudakirlek (0.665), ling-
tan (0.662), egenkirlek (0.660), kirlekskraft (0.658), kirlekDag (0.655), passion (0.653), moderskérleken
(0.653), kirleksforklaring (0.649), kirleksloshet (0.649), kirlekslingtan (0.648), Sjalvkirlek (0.648), roman-
tik (0.647), broderskirlek (0.647), nyforilskelse (0.645), mianniskokérleken (0.643), kirleksbevis (0.642),
hjirtesorg (0.642), tvasamhet (0.639), vinskap. (0.639), kirleksgéirning (0.635), kirleksberiittelse (0.635),
forilskelser (0.635), villkorslos (0.633), kirlekar (0.631), Kirleken (0.630), kirlekstrubbel (0.629), matkér-

lek (0.628), omtiéinksamhet (0.627), moderlighet (0.627), kiirlekEnsamhet (0.626), wikikérlek (0.625), kirlek-
stecken (0.625), kiirlekshandlingar (0.625), sanningskérlek (0.625), Forilskelse (0.624), kiirleksforhallanden
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(0.622), kérlekslyrik (0.621), barnlingtan (0.621), Nétkérlek (0.619), 6mhet (0.619), kiirleksakt (0.618), kér-
leksljus (0.618), Hatkiirlek (0.617), kiirleksbok (0.616), kérleksdag (0.616), egenkirleken (0.615), Wikikér-
lek (0.614), Miinniskokérlek (0.613), kirlekarna (0.613), villkorslosa (0.613), gliddje (0.612), kéinslosamhet
(0.611), kéinslor (0.610), 6msinthet (0.609), kérlekDe (0.609), kérleksfyllt (0.608), kéirlekshyllning (0.608), om-
tanke (0.607), kirleksband (0.607), kirleks (0.607), kirleken. (0.607), kirleksarbete (0.606), Moderskirlek
(0.605), kirleksfyllda (0.605), kiirle (0.604), kiirleksforklaringar (0.604), kiirlekLis (0.604), kiirleksforhallan-
det (0.604), sorg (0.603), ledsamhet (0.602)

Bland grannarna finns det som synes en hel del brus som kérlek.En och kérlekDe, som kommer sig av
den tokenisering som Grave et al. (2018) anvint nir det skapade den svenska vektormodellen.

4 Nedslag i vektorrymden

Listorna med grannar ser i korta ordalag vildigt olika ut f6r de 20 utvalda orden. Pa grund av det begrin-
sade utrymmet i detta sammanhang sammanfattar vi i det foljande nagra av de typer av iakttagelser som
man kan gora gillande de ord som studerats.

4.1 Etablerade ord

Hir ér ett par sammanfattande ord om grannarna till ndgra av de etablerade ord som valts ut:

kirlek: Bland grannorden finns ord som betecknar olika slags kérlek, ex. moderskdrlek, syskonkdirlek,
tondrskdrlek och hatkdrlek. Det finns ocksa ord som betecknar andra relaterade kinslor m.m. sdsom
vinskap, fordlskelse, ldngtan, passion, romantik, nyfordlskelse, omtanke, omhet, hjdrtesorg, tvasamhet.
Det finns ocksa ett typiskt attribut: villkorslos.

adekvat: De 100 grannarna utgors nistan uteslutande av andra adjektiv. De flesta dr synonymer eller
narsynonymer till adekvat, ex. tillfredsstdillande, erforderlig, fullgod, dndamadalsenlig. 1 listan finns det
ocksa ord som kan betraktas som mer eller mindre antonyma, t.ex. inadekvat, otillrdcklig, otillfredsstiil-
lande. Inget av dessa ord upptas bland hinvisningarna i artikeln adekvat i SO (2021).

disputation: Huvuddelen av grannorden betecknar foreteelser som hor till den forskarstuderandes
vardag, t.ex. doktorsavhandling, slutseminarium, spikning, disputationsfest. Samtliga grannar utom en
handfull utgors av substantiv. Till undantagen hor det centrala verbet disputera.

rod: En klar majoritet av de 100 grannorden utgér mer eller mindre vanliga firgbeteckningar sasom
gul, buteljgron och rodviolett. Ovriga ord slutar nistan samtliga pa efterleden -feirgad, t.ex. laxfirgad.

sjunga: I listan finns det savil verb, t.ex. nynna, joddla och gnola, som substantiv. Flera av dessa
senare betecknar olika slags sanger, bl.a. luciasangen, julvisor, psalmer. De aktuella orden star saledes i
olika relation till det undersokta verbet.

4.2 Nyaord

Hir dr ndgra sammanfattande ord om grannarna till nagra av de nyord som valts ut:

gangsterrap: Bland grannarna finns dels sammanséttningar med gangster som for- eller efterled, t.ex.
gangsterkung, smdgangsters, men ocksa manga ord som innehaller ordet maffia, t.ex. maffiaorganisation,
knarkmaffian. Det finns ocksa andra ord som forknippas med kriminalitet, t.ex. droghandlare men ocksa
ord som har med hiphop att gora. I listan dyker slutligen stavningsvarianten gangstarap upp.

glamping: Ordet star for *glamords camping’. I listan med grannar finns det en rad sammanséttningar
med camping vars forled visar pa dagens mangfald nir det géller campingliv, t.ex. husvagns-, fri-, fiske-,
vildmarks-, vintersports- och naturist-. Virt att notera &r att det i listan med grannar inte finns nagra spar
av komponenten ’glamour’.

mockumentir: Pa plats 5 bland grannarna finns en sammansittning, fejkdokumentdr, som utgor en
god omskrivning och viktig signal till lexikografen om vad ordet betyder. I listan med grannar aterfinns
for 6vrigt ett stort antal olika slags filmer. Nagra har dokumentirt innehall, t.ex. minidokumentdr, drama-
dokumentiir, naturdokumentdr, andra har mer fiktivt innehall, t.ex. zombiefilm, civentyrsfilm.

snabbtesta: Bland grannarna finns dels substantivet som verbet dr avlett ifran (snabbtest), dels andra
sammansittningar som slutar pa -festa, t.ex. hardtesta, trycktesta, funktionstesta, stresstesta, betatesta.

yes: Grannarna bestar av manga engelsklingande ord, ex. yeah, shit, kidding, well, say, indeed. Nagra
av dessa grannar, som t.ex. mer svenskklingande jaaaaa, aaaah, tadaaaa, tjoho och niiiice, kan nog i
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vissa sammanhang vara mer eller mindre synonyma till ordet ifraga. Virt att notera &r ocksa hur dessa
och andra ord i listan stavas.

5 Diskussion

Studien visar att forhallandena mellan de 20 ord som granskas och deras respektive grannar varierar. Ett
skil till detta kan vara att de ord som studeras &r av olika slag, vilket paverkar deras sprakliga kontexter:
de har olika ordklass, de har olika frekvens och spridning i svenska texter av idag, de hor till olika stilniva
etc.

Exempel &r adekvat vars grannar nistan uteslutande dr andra adjektiv. Ett annat exempel dr hund
vars grannord till synes enbart utgdrs av substantiv. Detta dr en fordel nér lexikografen letar efter nya
hénvisningar till SO, vilka aterfinns under rubriker som Synonym, Antonym och Jimf6r. Tidigare studier
har visat att SO kan stérkas nir det giller sadana kopplingar mellan artiklar (Blensenius et al., 2021). Ett
ord som sjunga kan sa forses med illustrativa hiinvisningar till lemman som nynna och gnola. Ett nyord
som prosecco kan kopplas till befintliga SO-ord som champagne och cava.

Vidare finner lexikografen gott om ord som kan tjina som ytterligare morfologiska exempel till savil
redan beskrivna ord som nya sadana. I ett fall som smittovdg blir den variation som géller fogen vid
sammansittningar med smitta mycket tydlig.

Ordvektorer kan dven bidra till information om andra uppslagsord @n de hir undersokta. I ett fall som
snabbtesta star det klart att verbartikeln festa i SO saknar typiska sammanséttningar som t.ex. hdrdtesta,
stresstesta och betatesta. Undersokningen av ordet glamping visar pa hur artikeln camping i SO skulle
behova moderniseras.

Over huvud taget kan ordvektorer ringa in olika slags semantiska filt. Ett exempel #r kérlek med
grannar som betecknar olika typer av kénslor, tillstind m.m. Dessa ér viktiga nidr man ska klargora for
ordet kdrleks betydelse. I en ordbild till kdrlek visas emellertid dven andra relaterade ord och av olika
ordklass, sasom adjektivet obesvarad och verbet hysa. Sadana ord &r givetvis ocksa mycket viktiga for
lexikografen vid beskrivningen av inte minst kollokationer.

Grannorden kan ocksa fortydliga samhilleliga foréndringar som avspeglas i svenskans ordforrad. Ex-
empel &r grannarna till ordet matresa som visar pa den mangfald av temaresor som arrangeras.

Kanske kan grannorden ocksa sidga nagot om det aktuella ordets virdeladdning och konnotationer.
Exempel ir dldras dir det dr slaende hur méanga negativt laddade ord det finns bland grannorden. Sam-
tidigt kan grannorden ha viss slagsida at nagon av betydelsekomponenterna hos det ord som undersoks.
Se t.ex. glamping. 1 listan med grannar finns det som sagt en rad kohyponymer som betecknar olika
campingvarianter, men inget spar av komponenten ’glamour’.

Nir det géller lanord som yes, sa ser vi dven en hog grad av engelska ord bland grannarna, vilket visar
att det finns en hel del engelska texter i det material som anvénts for att bygga upp vektormodellen.

Slutligen finner man hir och var nya goda nyordskandidater, t.ex. efterforskningsforbud som &r granne
till kontaktforbud.

6 Slutsats

Ordvektorer ger oss de ord vars sprakliga kontexter liknar varandra, vilket kompletterar vad vi far av
konkordanser och ordbilder, som ger en dverblick av specifika ords kontexter. Ordvektorer kan uppmérk-
samma lexikografen pa bl.a. ord som kan tjina som morfologiska sprakprov och som hénvisningar till
relaterade artiklar. De kan saledes bidra till att det semantiska nitverk som exempelvis SO redan utgor
stirks ytterligare. Vidare kan de hjélpa lexikografen att, pa ett forhallandevis objektivt och datadrivet siitt,
se kopplingar mellan befintliga uppslagsord i ordboken och sddana som ska ldggas till i samband med en
revidering.
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Efterord

Vi vill tacka® Lars Borin for att han ir, och alltid varit, en sddan positiv kraft i vira professionella yrkesliv
och i den verksamhet som vi delar.
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Abstract

The paper explores the development of the closely related words ‘terror’ and ‘terrorism’ as man-
ifested in the discourse of the Swedish Parliament, 1867-1970, drawing on digital history and
language technology methodologies and tools. Combining distant and close reading, we show
that terror-related words first gained traction from 1918 and onwards. The recorded uses of words
and compounds indicate that terror-related phenomena were often associated with states rather
than individuals, but also that terror-related words have been used metaphorically in relation to
non-violent domestic issues. Our results confirm the argument that the word terrorism primarily
gained its modern meaning in the early 1970s. We conclude by stressing the potential of com-
bining LT-driven and interpretative approaches for investigating the diachronicity of words in
Parliamentary corpora.

1 Introduction

This study provides a step towards a digital history of the Swedish political discourse on political terror
by means of distant and close reading of parliamentary texts. Drawing on a mixed-methods approach,
we explore the development of the closely related words ‘terror’ and ‘terrorism’ as manifested in the
discourse of the bicameral Parliament throughout its existence, 1867-1970.

From an etymological perspective, terror (same spelling in Swedish and English) designates an intense
state of fear or horror and has been used in Swedish written accounts since at least the 1600s. Terrorisera
(‘to terrorize’) means to put people in such a state through one’s actions. Terror was rarely used before
1918 when it gained a second meaning, signifying the use of certain means ‘i politiskt syfte for att sprida
skréick o. ddrvid uppna vissa mal’ by both state and sub-state actors (saob.se). Likely, this new use derived
from English or Russian and was connected to the 1917 Russian Revolution and Finnish Civil War 1918.
Terrorism had entered Swedish in the early 19th century, primarily referencing the French Revolution’s
Reign of Terror (initially translated as skréckvdldet) and was similarly associated with state repression. In
the 1970s, terrorism gained its modern meaning, becoming distinctly associated with sub-state violence
against civilians or non-combatants (Stampnitzky, 2013).

The aim of this study is to explore how the words terror and terrorism have been used in Swedish
parliamentary discourse, focusing on the different meanings that have been ascribed to them over time.
To map these meanings we draw on the digitized parliamentary records and the resources of Sprakbanken
Text. Partly, we follow prior initiatives by the Swedish CLARIN node, Swe-Clarin, where humanities and
social sciences scholars collaborate with researchers in natural language processing in using LT-based
e-science tools for HSS research (Karsvall & Borin, 2018; Viklund & Borin, 2016). The present study
builds on prior explorations together with Lars Borin of the newspaper discourse on terrorism in Sweden
and Finland (Fridlund et al., 2019; Fridlund et al., 2020; Fridlund et al., 2022).

Specifically, we ask two research questions regarding the understanding of the phenomenon of terror-
ism in the Swedish parliamentary discourse during the period in focus: (1) What variations of meanings

Mats Fridlund, Daniel Brodén and Victor Wahlstrand Skarstrom. 2022. The diachrony of polit-
ical terror: Tracing terror and terrorism in Swedish parliamentary data 1867-1970. In Volodina,
Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and Learn — Festschrift in honor of
Lars Borin, pages 43-47. Available under CC BY 4.0 43
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Figure 1: The diachrony of political terror in the Swedish Parliament 1867-1970. First occurrences of
new derivations of terror in the bicameral corpus and staples showing the use of all derivations. The top
left table shows the terror lexemes with more than 10 occurrences.

have the words terror and terrorism had when used in isolation and as compound words, and (2) what
terror-related compounds have been added to the discourse over time?

2 Analyzing the bicameral Riksdag parliamentary data

The parliament’s texts available at the National Library of Sweden (riksdagstryck.kb.se) (retrieved 2021-
11-11) consist of 10 categories, such as motions, propositions and minutes of the debates. The material
was processed for analysis with tokenization, lemmatization and dependency parsing by means of the
Sparv Pipeline tool designed for automatic neural and statistical annotation of documents with textual
structure and linguistic properties for Swedish applications (Borin et al., 2016; Ljunglof et al., 2019;
Hengchen & Tahmasebi, 2021). Our processed corpus was subsequently made accessible through the
qualiquantitative Context tool (developed by Wahlstrand Skirstrom) for investigating linguistic repre-
sentations, i.e., words and phrases, in the texts. Context aids distant reading and enables the production
of quantitative results, such as relative and absolute frequency for queries and close reading of the context
of a search query, which enables qualitative and interpretative analysis.

For the analysis, the parliamentary texts were grouped by year, irrespective of their subcollection, and
tokenized into individual words and subsequently lemmatized and queried for the head word, e.g terror,
per year. This filtered volume was then manually curated to remove errors from OCR or lemmatization.
This produced data on a ‘diachrony’ of terror-related words — the frequency of usage of terror-related
lexemes (staples in Figure 1) and innovation of new words — indicating the yearly growth of terror-related
terms and the production of compounds. In the analysis, significant individual occurrences (generally the
first) were interrogated by closer readings of the parliamentary records.
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2.1 Volume of roots and compounds

The search string *terror* generates 1.016 hits in our corpus. The majority (606) are different grammati-
cal forms of the seven terms rerror (404), terrorisera (81), terrorism (44), terroristisk (43), terrorist (21),
terroriserande (10) and terrorisering (3), all of which may be considered derivations from the root word
terror. However, since they are all separately productive, we will consider them roots by their own right
The rest consists of 102 compounds from the root terror (82 different compounds), terrorist (12), terror-
ism (5), terrorisera (1), terrorisering (1) and terroristisk (1), either as the modifier or head constituent.

Focusing on the two core roots, terrorism was used already 1867, the bicameral parliament’s first year.
However, close reading shows its 19th century use to be nonlethal metaphorical, primarily to denote
valterrorism, perceived oppressive parliamentary voting procedures. In the 1900s ferrorism becomes
used for violent and even lethal activities. First in connection with labor disputes and later in 1918 with
the Finnish Civil War, that also introduced terror as a significant concern for the Swedish Parliament.
Usage and new compositions rose sharply from 1918 (from 53 to 542 1918-1970). Notably, terror had
only been used on one occasion in 1903 to refer to the British warship HMS Terror. Furthermore, it is
striking that although the use of terrorism preceded that of terror it is almost absent before 1970 (26 hits
1900-1969) something that we discuss further below.

Regarding most common usage, 13 words occurred 10 times or more (see table in Figure 1): 5 sim-
ple terms and the 8 compound words ferrorbalans (‘terror balance’), terrorvapen (‘weapons of terror’),
terroranfall (‘terror attacks’), blodsterror (‘blood terror’), fackforeningsterror (‘trade union terror’), ter-
rorbombning (‘terror bombing’), terrorregim (‘terror regime’) and terrordad (‘terror deed’). Notably,
four of these — terrorbalans, terrorvapen, terroranfall and terrorbombning — are used in reference to
Cold War nuclear terror. Also, close reading reveals the first occurrence of terrordad (in 1933) to refer to
individuella terrordad (‘individual acts of terror’), i.e. political violence that today would be discussed
in terms of terrorism.

2.2 Productivity of compounds

Our results show six roots and one compound (valterrorism) emerging before 1918 and one root (fer-
rorisering) and 102 compounds after 1918. As far as compound words with ferror are concerned, of
the 83 in total, eight have more than 10 instances (Figure 1): ferrorbalans (‘-balance’), terrorvapen
(‘-weapon’); terroranfall (*-attack’); blodsterror (‘blood-"); fackforeningsterror (‘trade union-’); terror-
bombning (‘-bombing); terrorregim (‘-regime’), terrorddid (‘-deed). Furthermore, in line with the rare
use of terrorism discussed above, there are only six uses of the four (methaphorical) compounds with
-terrorism (val-, bil-, motor-, blockad-) as compared to those with terror and terrorist (12).

States’ involvement in terror activities are referred to in several of the terror compounds such as terror-
regim (13), terrorviilde (9), polisterror (6), terrorland (2), terrordiktatur (1) and terrorregement (1), as
well as other that refer to warfare involving states, such as terrorkrig and terrorbombning. Notably, stat-
sterroristisk (1) and terrorstat (3), were the only compounds with stat (‘state’), although the former was
metaphorically used to refer to domestic governance issues, which was also the case with statsrddster-
ror (1) (c.f. Angsal et al., 2022, on state and terrorism compounds in the Swedish parliamentary debate
1993-2018). Thus, our results show the associations between states and terror to have a long Swedish
history (c.f. Fridlund et al., 2020).

One can also distinguish periods of compound productivity grounded in domestic and geopolitical
trends contexts, such as arbetsmarknadsterror in 1925-1935 referring to terror by and against labour
unions and employers, luftterror in 1936-1940 denoting the threat of wartime aerial bombings against
civilian targets, and atomterror in 1948—1963 denoting the nuclear threat during the Cold War.

2.3 The rise of terrorism

What is missing from the above discussion is any references to words related to the insurgent violence
perpetrated by militant organizations such as the Popular Front for the Liberation of Palestine (PFLP)
and the West German Red Army Faction (RAF) that became synonymous with terrorism in the early
1970s (prior to this, other words were sometimes used as labels for similar forms of political violence,
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including anarkism (‘anarchism’)). In fact, Stampnitzky argues that the transnational character of this
form of violence — skyjacking, hostage taking for political purposes, etc. — and its impact on the modern
world order generated a need for a discursive term: ‘the concern was with violence out of place — spilling
over from local conflicts into the international sphere’ (Stampnitzky, 2013, p.27).

The Swedish parliamentary debate provides a clear illustration of this argument when an MP in 1970
claimed that the use of ‘terror och motterror’ (‘counter terror’) could have dire consequences: ‘Ndr ter-
rorgrupper tillgriper sdadana metoder som kapning eller rent av forstorelse av flygplan med oskyldiga
civila passagerare, eller mord pa diplomater fran utomstdende linder, hotas hela det regelsystem for den
internationella samlevnaden, som modosamt byggts upp under lang tid. ‘(1970-04-29)’ The pejorative
quality of the word terrorism also made it useful as a rhetorical tool. Later that year, a liberal MP sarcasti-
cally commented on the New Left’s advocacy of using violent means for political purposes and in doing
this introduced in the Parliament terrorism in its new emerging meaning: ‘Ndr den nygamla viinstern vill
forsvara valdsmetoder far det inte sammanblandas med advokatyr for terrorism. Det skulle lata alltfor
illal” (1970-10-29).

3 Conclusion

This paper provides an attempt to understand the development of the closely related words terror and ter-
rorism as manifested in the Swedish parliamentary discourse, 1867-1970. By applying the tools Sparv
and Context, we have explored the development of these two words in isolation and as parts of com-
pounds in parliamentary texts. Combining distant and close reading, we have shown that terror-related
words gained traction from 1918 and onwards. Furthermore, the uses of the words of interest and their
compounds clearly indicate that terror-related activities were, to a large extent, associated with states
rather than individuals. At the same time, our results confirm the familiar argument that the word terror-
ism gained its modern meaning in the early 1970s. On another level, the paper illustrates the potential
of combining LT-driven and interpretative approaches for analysing the diachronicity of words in Parlia-
mentary corpora.
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Abstract

We, students of Lars Borin from the good old NGSLT times, present Latvian FrameNet. This is
a part of a larger work on the creation of a balanced multilayered corpus of Latvian, anchored
in cross-lingual state-of-the-art syntactic and semantic representations: Universal Dependencies
(UD), FrameNet and PropBank, as well as Abstract Meaning Representation. We have been in-
spired a lot by the Swedish FrameNet++ (SweFN++), yet there are some differences: we stick to
the frame inventory of Berkeley FrameNet, and the FrameNet annotation layer is added on top
of a manually curated UD layer. Thus, the annotation of frames, frame elements (FE), and FE
spans is guided by the dependency structure of a sentence. We strictly follow a corpus-driven ap-
proach — lexical units (LU) in Latvian FrameNet are created only based on the annotated corpus
examples. Therefore, in contrast to SweFN++, Latvian FrameNet is definitely not the largest one
in terms of LUs, but, to our knowledge, it is the first FrameNet-annotated corpus that has been
created as an extension of an UD treebank.

1 Introduction

In the industry-oriented research project “Full Stack of Language Resources for Natural Language Un-
derstanding and Generation in Latvian”,' we have created a balanced text corpus with multilayered an-
notations (Gruzitis et al., 2018), adopting widely acknowledged and cross-lingually applicable represen-
tations: Universal Dependencies (UD) (Nivre et al., 2016), FrameNet (Fillmore et al., 2003), PropBank
(Palmer et al., 2005) and Abstract Meaning Representation (AMR) (Banarescu et al., 2013).

The UD representation is automatically derived from a more elaborated manually annotated hybrid
dependency-constituency representation (Pretkalnina et al., 2018). The FrameNet annotations are manu-
ally added, guided by the underlying UD annotations (see Figure 1). Consequently, frame elements (FE)
are represented by the root nodes of the respective subtrees instead of text spans; the spans can be easily
calculated from the subtrees. The PropBank layer is automatically derived from the FrameNet and UD
annotations (Gruzitis et al., 2020), provided a manual mapping from lexical units (LU) in FrameNet to
PropBank frames, and a mapping from FrameNet FEs to PropBank semantic roles for the given pair of
FrameNet and PropBank frames. Draft AMR graphs are derived from the UD and PropBank layers, as
well as auxiliary layers containing named entity and coreference annotation, with the potential to seam-
lessly integrate the FrameNet frames and FEs into the AMR graphs. The semantically richer FrameNet
annotations (compared to PropBank) are also helpful in acquiring more accurate draft AMR graphs, even
if FrameNet itself stays behind the scenes.

The inspiration to create an integrated multilayer corpus comes from the OntoNotes corpus (Hovy
et al., 2006) and the Groningen Meaning Bank (GMB) (Bos et al., 2017). The overall difference from

I'Thank you Lars for your letter of support!
Normunds Griizitis, Gunta NeSpore-Bérzkalne and Baiba Saulite. 2022. UD-based Latvian

FrameNet. In Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and Learn —
Festschrift in honor of Lars Borin, pages 49-53. Available under CC BY 4.0 49
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Figure 1: FrameNet annotation on top of a UD tree. Only head nodes are selected while annotating FEs.
Literal translation of the sentence: “On Wednesday evening at age 79, passed away the nation’s beloved
poet Imants Ziedonis”. The FE spans can be acquired automatically by traversing the respective subtrees:
[tredienas vakar|time, [taut]gxperiencer [taut mitais dzejnieks Imants Ziedonis|protagonis.- Multi-word LUs
are indicated by generic LU tags: mb aizgjispgarn VErsus mltaiSExperIENCER_FOCUSED_EMOTION -

the OntoNotes approach is that we use the UD model at the treebank layer, and we annotate FrameNet
frames in addition to the PropBank frames. In fact, FrameNet is the primary frame-semantic represen-
tation in our approach. Another difference is that we aim at whole-sentence semantic annotation at the
ultimate AMR layer. This in some sense is similar to the goal of GMB, but GMB uses Discourse Repre-
sentation Theory instead of AMR. For pragmatic reasons, we use the more shallow and more lossy AMR
formalism. Our experience developing semantic parsers and multilingual text generators, by combining
machine learning and grammar engineering (Gruzitis et al., 2017; Gruzitis & Dannélls, 2017; Borin et
al., 2018), has convinced us that FrameNet and AMR both have a great potential to establish as powerful
and complementary semantic interlinguas which can be furthermore strengthened and complemented by
other multilingual frameworks, like Grammatical Framework (Ranta, 2011).

It should be noted that there has been previous work on a domain-specific Latvian FrameNet for a real
life media monitoring use case, focusing on 26 modified Berkeley FrameNet (BFN) frames (Barzdins et
al., 2014). The current work, however, aims at a balanced general-purpose BFN-compliant framenet that
will cover many frequently used frames and LUs.

2 The corpus

We are aiming at a medium-sized treebank/framebank — around 20,000 sentences annotated at all the
layers mentioned in Section 1. Therefore it is crucially important to ensure that the multilayer corpus is
balanced not only in terms of text genres and writing styles but also in terms of LUs.

Our fundamental design decision is that the text unit is an isolated paragraph. The corpus therefore
consists of manually selected paragraphs from many different texts of various types. Representative
paragraphs are selected in different proportions from a balanced 10-million-word text corpus.

As for the LUs, our goal is to cover at least 1,500 most frequently occurring verbs and deverbal nouns,
calculated from the 10-million-word corpus. Since the most frequent verbs tend to be also the most
polysemous, we expect that the number of LUs will be considerably larger — at least 3,000 LUs. We are
aiming at least 10 annotation sets per LU on average.

Paragraphs to be annotated are selected based on target words they contain, not randomly, and curators
are constantly updated on the current balance or imbalance of the corpus w.r.t. text genres and target word
frequencies.

Currently, we have acquired more than 20,000 annotation sets, covering more than 500 BFN frames
evoked by more than 2,500 LUs.?

3 The FrameNet annotation process

Paragraphs for which the manual treebank annotation is finalized and which have been successfully
converted to the UD representation are considered for the FrameNet annotation. Unfinished paragraphs
are ignored till next iteration, since their sentence split, tokenization, as well as tree structure can still
considerably change. Changes in the tree structure are not a major issue, and the FrameNet annotation
process actually helps to spot and eliminate many inconsistencies in the underlying trees. The sentence
splitting and tokenization, however, is a major requirement to later avoid issues in merging the different
annotation layers.

Zhttps://github.com/LUMII-AILab/FullStack
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3.1 The concordance approach

While treebank, named entity and coreference annotations are done paragraph by paragraph and sentence
by sentence, we do not find this being a productive workflow for annotating semantic frames, especially
in case of the highly abstract FrameNet frames. Instead, we prefer a concordance view, so that the linguist
can focus on a target word and its different senses, without constantly switching among different sets of
frames. This improves the annotation consistency.

When more paragraphs are finalized at the UD layer, they are included in the next concordance queries.
The first concordance is processed when there are at least three example sentences available for the target
word. The next concordances are collected and processed on considerable milestones at the UD layer. The
annotated concordances from the first rounds serve as guidelines when annotating the next rounds, thus,
further improving consistency.

A consequence of such approach is that no full-text annotation is intentionally done, although many
sentences might become close-to-fully annotated after merging annotations of the same sentence from
different concordances.

3.2 The UD-based annotation

The UD-based approach has a significant consequence: FEs are not annotated as spans of text — annota-
tors select only the head word (node) when annotating an FE. The whole span can be easily calculated
automatically by traversing the respective UD subtree. These calculations are not included as part of the
data set.

Such approach not only makes the annotation process more simple and the annotations more consistent,
but it also facilitates the training of an automatic semantic role labeler, since it is easier to identify the
syntactic head of an FE than a span of a string. Still, most FrameNet corpora are annotated in terms of
spans, relying on syntactic parsing as a post-processing step.

3.3 Important notes on frame elements

Yet another important decision regarding FEs is to currently focus only on the core elements according
to BFN. We have made this decision because of the limited resources. However, we do annotate two
non-core elements systematically: Time and Place (as illustrated in Figure 1). In various information
extraction use cases (e.g. for media monitoring), these two non-core FEs are important. Other non-core
elements are annotated occasionally, if they are rather specific to the frame (e.g. non-core indirect objects
and specific adverbial modifiers).

Regarding null instantiations (NI), we do not annotate missing FEs in the sentence. This is out of the
scope of the current project, but the annotation of NI should to be considered in a follow-up research:
(i) since the FrameNet annotation is relaying on UD, it is an open question how to handle NI — where
to attach these annotations; (ii) since Latvian is a highly inflected language, the grammatical subject and
object can be omitted in a sentence, to some extent, compensating it with the respective form of the
verb; (iii) in general, it would require Latvian-specific guidelines, but the theoretical foundations are not
mature yet for Latvian; it would require more elaborate linguistic research, based on the basic annotated
data acquired in the current project; (iv) although NI is highly relevant for lexicographic research, it is
not a priority for many practical use cases that require semantic parsing.

3.4 Multi-word lexical units

To deal with target words as as multi-word units, we have introduced an auxiliary annotation layer for
multi-word LUs (as illustrated in Figure 1). The head word is still a verb or deverbal noun that evokes
a frame, but the other key constituents are indicated as well. Again, note that these constituents may be
root nodes of some subtrees — we do not annotate the whole spans.

This auxiliary layer is not an ultimate solution to deal with constructions, but for now it allows us to
register such cases and to retrieve them later for more elaborated analysis. Usually these are partially
grammaticalized constructions or even idioms that, as a whole, evoke the respective frames. If we would
consider these verbs in isolation, they would rather evoke different frames.
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3.5 Cross-lingual issues

In order to ensure compliance with BFN and, thus, to maximize the cross-lingual applicability of Latvian
FrameNet, we are strictly sticking to the BFN frame inventory. We avoid defining any Latvian-specific
frames. Therefore it is sometimes difficult to select an appropriate BEN frame for a particular sense of a
Latvian verb. It usually happens when:

1. The sense of a Latvian verb is more specific compared to the closest English verb sense or compared
to the definition of the closest BEN frame. For instance, for the verb prdomt ‘to change one’s mind’
or ‘to rethink’, we do not have a solution yet, since BFN frames related to thinking (Opinion, Cog-
itation) do not fit this verb sense, and neither does the general Cause_change frame. Similarly, we
have not found a good mapping for maldties ‘to be wrong’ and saemties ‘to pull oneself together’.

2. The sense of a Latvian verb is more general compared to the closest English verb sense: the sense of
an English verb is expressed in Latvian by a phrase (typically, by a verb and a direct object). Exam-
ples: last lekciju ‘to lecture’ (‘to give a lecture’), krist bon ‘to faint’ (‘to fall into unconsciousness’),
zaudt samau ‘to faint’ (‘to lose consciousness’).

3. The semantic elements are different between the Latvian and English verb senses. For instance,
braukt ‘to move using a vehicle’: the sense of the Latvian verb does not specify whether the person
is a driver or a passenger (e.g. es braucu uz darbu ‘1 go to work (by a transport)’ — it is unclear
what is the role of the person, and which frame is evoked — Ride_vehicle or Operate_vehicle. In this
particular case, we use the frame Use_vehicle which is a non-lexical frame in English.

There are some options for how to deal with these issues: (i) by treating more verb phrases in Latvian
as if they were multi-word LUs, even if lexicographers would argue about that; (ii) by using a more
general BFN frame if possible, i.e., if the direct object of the target verb can be annotated as a core FE
(e.g., it would work for ‘to lose consciousness’ but not for ‘to give a lecture’); (iii) some frames are just
missing in BEN, and a global solution would be needed on how to propose and confirm new frames in
the BFN frame hierarchy; most likely in the scope of the Multilingual FrameNet initiative (Gilardi &
Baker, 2018).

4 Conclusion

Creating the Latvian FrameNet, we strictly follow a corpus-driven approach: no LUs are introduced
without annotated examples, i.e., we create no LUs based on lexicographic intuition or a common-sense
dictionary; only based on corpus evidence. An initial experiment on bootstrapping LUs without corpus
evidence did not prove to be productive: many of those hypotheses are not confirmed by our corpus (at
least for now), and vice versa — many LUs were missing.

The consecutive treebank and framebank annotation workflow has turned out very productive and
mutually beneficial. The dependency tree facilitates the annotation of semantic frames and roles, while
the frame semantic analysis of the verb valency often unveils various inconsistencies and bugs in the
dependency or morphological annotation.
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Abstract

The present study traces the popularity of various grammatical theories in descriptive grammars
of the languages of the world. Using the DReaM corpus of grammatical descriptions, we may
simply look for the existence of simple terms relating to various descriptive theories across time.
Even such a relatively elementary investigation does show that there is an, over time, increasing
explicit interest in theory but specific theories “come and go” relatively quickly.

1 Introduction

The present study traces the popularity of various grammatical theories through time in descriptive gram-
mars of the languages of the world. As such it intersects various interests of Lars Borin, such as cultur-
omics (Tahmasebi et al., 2015), grammar formalisms (Borin & Saxena, 2004), linguistic typology (Virk
et al., 2017) and corpus linguistics (Borin et al., 2012).

Writing a descriptive grammar involves the analysis of primary linguistic data (Karlsson, 2005; Chel-
liah & de Reuse, 2011, 7-24). As has been repeatedly pointed out, some theory is necessary for this task
(Rice, 2006; Dryer, 2006) but theories can be more or less explicit and more or less restrictive. Thanks to
the appearance of the DReaM Corpus (Virk et al., 2020) — a collection of digitized grammatical descrip-
tions of the languages of the world — we are now able to shed light on the use of grammatical theories
in descriptive work through time. Apart from qualitative remarks in passing (Chelliah & de Reuse, 2011;
Sakel & Everett, 2012, 152-158) these trajectories have not been compared in previous work.

For the experiments in the present study, we have searched the archive of over 10,911 grammatical de-
scriptions (grammars and grammar sketches) in the DReaM corpus spanning languages all over the world
from 1250 AD to the present (Virk et al., 2020). Even if not explicitly mentioned, the searches have been
done inclusive of synonyms, spelling variants, morphological variants and OCR errors (Hammarstrém et
al., 2017).

2 Experiments

The first question is to what extent grammars are explicit about theory at all. For this we may simply
search for the term ‘theory’, and its equivalents in a few other European language across grammars.
For example, the term ‘theory’ occurs no less than 308 times in Saxon (1986)’s English dissertation on
Dogrib [dgr], ‘théorie’ occurs 5 times in Alexandre (1966)’s French description of Bulu [bum] and 0
times in von Hagen (1914)’s German description of the same language. Figure 1 shows the proportion
of grammars in which the theory-word occurs at least once through the timespan 1850-2010. As can be
seen, there is a trend towards explicit mentions of theory, from approximately 20% in 1850 to over 50%
at present (with few appreciable differences between meta-languages).

To gauge the popularity of different specific descriptive frameworks we searched through the English-
subset (7,816 grammars) for a (non-exhaustive) selection of influential theories. Figure 2 shows the
proportion of grammars which mention a given theory at least once through the timespan 1900-2010.

Harald Hammarstrom. 2022. The rise and fall of grammatical theories in descriptive grammars
of the languages of the world. In Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors),
Live and Learn — Festschrift in honor of Lars Borin, pages 55-59. Available under CC BY 4.0 55
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Figure 1: The proportion of grammars in which the term ‘theory’, or its equivalent in other languages,
occurs at least once through the timespan 1850-2010. The data has been binned into 10-year intervals.
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Figure 2: The proportion of grammars which mention a given theory (or an equivalent name or spelling
variant) at least once through the timespan 1900-2010. The data has been binned into 10-year intervals.
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The term tagmem(ic) — originating from Bloomfield (1935) — has a few mentions before, but the first
grammar sketch written in the Tagmemic framework developed by Pike (1954-1960) is Duff (1959)’s
sketch of Yanesha’ [ame], cf. Waterhouse (1974, 90-92). A range of Tagmemic grammars produced by
members of the Summer Institute of Linguistics followed, peaking in production around 1970 — when
approximately 1/8 grammars mention Tagmemics — but has since faded in popularity.

An almost identical rise-and-fall curve is manifested in Transformational grammars, associated
with Harris (1957) and Chomsky (1957), whose first grammar sketch appears to be Apte (1962)’s sketch
of Marathi [mar]. The first explicitly Generative grammar is Sleator (1957)’s description of English
[eng] of Jackson County, Indiana followed by further Indiana University dissertations. In the beginning
Transformational is almost synonymous with Generative. Although not logically necessary, there
is in fact near-full empirical overlap between these terms. However, after the 1970s, the Generative
umbrella continues with other exponents. At its peak, 1/6 grammars were Generative-Transformational.

Lexical-Functional Grammar (LFG) was developed in the 1970s (Dalrymple et al., 2019, 1-2)
but it is not until Davies (1981)’s grammar of Choctaw [cho] that there is a grammar written in this
framework.

Around the same time is Role and Reference Grammar (RRG) whose first witness is a dissertation
on Lakota [lkt] by an author who co-outlined the theory itself in the same year (Van Valin, 1977, 1).

A decade later is Construction Grammar — originally developed for modeling idioms (Fillmore
et al., 1988) — whose first explicit witness is Watters (1988, 15)’s dissertation on Tlachichilco Tepe-
hua [tpt]. LFG, RRG and Construction Grammar have in common that they are minority theories which
nevertheless continue to gain popularity, even into the present, in terms of proportional mentions.

Finally, Basic Linguistic Theory, most extensively articulated by Dixon (2010), is first adopted
under that name in Hanafi (1997)’s work on Sundanese [sun] (crediting Dixon’s 1996 lecture series
in Canberra that underlie the later publication). It is since the fastest growing and the currently most
popular explicitly mentioned descriptive theory, occurring in approximately 1/7 grammars. Arguably,
many, perhaps most, other descriptions in the past have used a naive version of Basic Linguistic Theory.
The new development lies in the explicit use of an extensively developed version thereof.

Figure 2 also contains a curve for the proportion of grammars that mention at least one of the afore-
mentioned theories at least once. Compared to Figure 1 it exhibits a dipping point in the curve around
1990, i.e., mentions of theory increase steadily, but the specific theories inspected here come in waves.

3 Conclusion

Thanks to the appearance of the DReaM corpus we were able to quantify some trends relating to the-
oretical framework for grammatical description through time. Although shallow, these investigations
do reinforce the widely held impression that restrictive descriptive theories “come and go” (Aikhenvald,
2015, 6-7).
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Abstract

We explore a simple approach to word sense disambiguation for the case where a graph-structured
lexicon of word sense identifiers is available, but no definitions or annotated training examples.
The key idea is to consider the neighborhood in a lexical graph to generate a set of potential
substitutes of the target word, which can then be compared to a set of substitutes suggested by a
language model for a given context. We applied the proposed method to the SALDO lexicon for
Swedish and used a BERT model to propose contextual substitutes. The system was evaluated on
sense-annotated corpora, and despite its simplicity we see a strong improvement over previously
proposed models for unsupervised SALDO-based word sense disambiguation.

1 Introduction

Probabilistic language models estimate the probability of a word occurring in a given context. This means
that for an observed occurrence of a word, a language model can suggest other words — substitutes — that
could potentially have occurred instead. With a high-quality language model, the set of potential substi-
tutes reflects the sense of the word in that specific context. This intuition suggests a simple mechanism
for the task of word sense disambiguation (WSD) where our goal is to link each occurrence to an item
in a fixed sense inventory defined by a lexicon: assuming that the lexicon allows us to generate a set of
potential substitutes for each sense, we can then simply compare each of these lists to the one we got
from the language model. To disambiguate, we then select the lexicon sense where the substitute set is
most similar to the language model’s set of substitutes.

How can we use a lexicon to generate a set of potential substitutes of a given sense? This depends on
what information the lexicon represents and how it is structured. In this work, we assume that the lexicon
is graph-structured and that proximity in the graph corresponds to substitutability; this assumption allows
us to generate a set of potential substitutes of a given sense by considering its neighborhood in the graph.

To exemplify, let us assume that we are given the following two occurrences of the Swedish word
dmne and that we want to associate them with a sense in the SALDO lexicon (Borin et al., 2013):

(1) Detta dimne dir fritande. (2) Detta dmne kommer att diskuteras senare.
“This substance is corrosive.’ “This topic will be discussed later.”

For the first case, the five most probable substitutes suggested by a BERT model are innehdll ‘content’,
gift ‘poison’, omrdde ‘area’, medel ‘agent’, foremdl ‘object’; for the second case, they are omrade ‘area’,
problem ‘problem’, sprak ‘language’, tema ‘theme’, forslag ‘proposal’.

We then consider the neighborhoods in the lexicon graph. SALDO defines four senses of dmne. Sense
1 corresponds to ‘substance’ and its immediate neighborhood overlaps with the substitute set for the first
example: there is an edge in the SALDO graph between sense 1 of dmne and sense 1 of gift, so we can
link the first occurrence to sense 1. Similarly, sense 2 in SALDO corresponds to ‘topic’ and there is an
edge between this sense and sense 1 of fema, allowing us to disambiguate the second occurrence as well.

Richard Johansson. 2022. Coveting your neighbor’s wife: Using lexical neighborhoods in
substitution-based word sense disambiguation. In Volodina, Dannélls, Berdicevskis, Forsberg
and Virk (editors), Live and Learn — Festschrift in honor of Lars Borin, pages 61-66. Available
under CC BY 4.0 61
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Figure 1: Fragments of SALDO neighborhoods for two of the senses of d@mne. Primary descriptor edges
are drawn as solid arrows and secondary descriptor edges as dashed arrows.

2 The SALDO lexicon

The SALDO lexicon (Borin et al., 2013) defines a large sense inventory for Swedish words. While a
number of other large-scale lexical resources for Swedish have been developed, SALDO is the largest
open resource. It is an extended version of the SAL lexicon (Lonngren, 1989; Borin, 2005) and has been
used as a pivot lexicon to define mappings between several lexical-semantic resources in Swedish (Borin,
2010), for instance in the Swedish FrameNet++ project (Borin et al., 2010).

Borin & Forsberg (2009) discuss the conceptual differences between SALDO and WordNet (Fellbaum,
1998). A major difference between these resources is that SALDO tends to use a more coarse-grained
sense inventory compared to WordNet. Another fundamental difference is that SALDO does not define
typed lexical-semantic relations (e.g. synonymy, is-a, hyponymy) between word senses but instead relies
on the notion of association (Borin et al., 2013). Association can correspond to several types of lexical-
semantic relationships: in many cases, an associated sense can be a synonym or hyperonym, but in other
cases it can be e.g. a meronym or be in a predicate—argument relationship.

While each sense could in principle be in an association relationship with many other senses, SALDO
explicitly encodes relationships between each sense and its primary descriptor (PD): an associated sense
that has a more primitive meaning. A few additional relationships are encoded as secondary descriptors.
SALDO includes no other lexical-semantic information apart from these relations, such as sense defini-
tions or contextual examples. Figure 1 shows the neighborhoods in the SALDO graph around the two
senses of dmne discussed in the introduction.

3 Previous work

Disambiguation systems are implemented in different ways depending on what resources are available.
For WordNet-based WSD in English, the most systems tend to use supervised learning because of the
availability of moderately large annotated datasets. WordNet is also a fairly rich resource and includes
definitions, glosses, as well as several types of labeled sense-to-sense relations. In contrast, SALDO-
based WSD is more challenging because of the small quantity of available annotated data and the sparse
information in the lexicon. For this reason, most of the WSD systems using SALDO rely on the structure
of the lexicon graph only, sometimes in combination with representations learned from unannotated text.
Johansson & Nieto Pifia (2015b) proposed a method to align SALDO senses with a word embedding
model; this approach naturally leads to a disambiguation mechanism (Johansson & Nieto Pifia, 2015a).
A tool using this disambiguation method is now integrated in the Sparv annotation pipeline (Borin et al.,
2016). Nieto Pifia & Johansson (2017) used a graph-based regularizer to train word and sense embed-
dings jointly. Purely graph-based WSD approaches requiring no corpora include graph embeddings using
random walks (Nieto Pifia & Johansson, 2016b) and personalized PageRank (Agirre & Soroa, 2009).
Nieto Pifia & Johansson (2016a) evaluated several WSD systems on all SALDO-annotated corpora that
were available at the time. The system by Johansson & Nieto Pifia (2015b) was the most effective of those
using no training data, but a comparison with a supervised system (on a limited set of target lemmas for
which annotated data was available) showed that the unsupervised systems performed relatively poorly.
The idea of disambiguating word senses by using language models to suggest potential substitutes was
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first proposed by Baskaya et al. (2013), who applied this approach for WordNet-based WSD as well as
for lexicon-free word sense induction (WSI). Subsequent work has mostly focused on WSI: for instance,
Amrami & Goldberg (2018) applied a pair of language models to generate substitute sets for WSI.

The same group later used a BERT model for substitute set generation (Amrami & Goldberg, 2019)
and this approach is the state of the art in WordNet-based WSI for English as of 2022 (Eyal et al.,
2022). The pre-training of BERT (Devlin et al., 2019) involves (among other things) training a masked
language model (MLM) that tries to predict the identity of a hidden word in a given context, and this
aligns perfectly with our goals since a substitute set can then be generated simply by applying the MLM.

4 Selecting a SALDO sense for an ambiguous word

Assuming that we are given a context, the position of a word to disambiguate, and a set of SALDO senses
to select from, we compute a weighted contextual set of substitute words (§4.1) as well as a weighted
word set based on the SALDO neighborhood for each sense (§4.2). We then compute the cosine similarity
between the contextual set to each of the SALDO-based sets and select the highest-scoring sense.

4.1 Proposing contextual substitutes

We follow the most recent work in substitution-based WSI and apply the MLM of a BERT model. We
used the Swedish BERT model published by the Swedish Royal Library (Malmsten et al., 2020). Follow-
ing Eyal et al. (2022), the MLM is applied in a straightforward manner without masking or modifying
the text. We compute the probability distribution at the target position, select the 200 top-scoring items,
and exclude inflections of the original target word. The set of potential substitute tokens are weighted
proportionally to the probability assigned by the MLM.

While the application of BERT is quite straightforward, the probability distributions are affected by
the word piece tokenization. For instance, if a token is followed by a suffix word piece (e.g. ##ar), the
MLM will assign high probabilities mainly to prefixes likely to be followed by this suffix. This likely
causes the substitute sets to be of poorer quality for less frequently occurring words and precludes the
use of the approach for the disambiguation of multiword expressions. In this work, we simply removed
suffix word pieces (starting with ##) from the set of substitutes; the development of a more systematic
approach could potentially be explored in later work.

4.2 Extracting neighborhoods from SALDO

We use the neighborhood extraction approach proposed by Nieto Pifia & Johansson (2017). For a given
SALDO sense, we extract its immediate neighbors in the SALDO graph, following primary and sec-
ondary descriptor edges in both directions. Since our goal is to produce a list of words that could poten-
tially be substituted, we only include senses of words of the same grammatical category as the original
sense. We repeat the process and add parents, children, and siblings to the set until it has a size of at least
16. Finally, we use the morphological lexicon of SALDO to map every sense to a set of inflected forms,
so that e.g. gift..1 results in gift, giftet, ..., giftens. The items are assigned weights that depend on the
distance in the SALDO graph.

5 Experiments

The largest sense-annotated resource for Swedish was developed in the SemTag project (Jarborg, 1999);
this covers most of the Stockholm-Umea corpus (Ejerhed et al., 1992). However, this resource does
not use SALDO to define its senses, although SALDO has imported some senses from SemTag lexicon.
The Swedish lexical sample of the SENSEVAL-2 shared task (Kokkinakis et al., 2001) used a subset of
the SemTag resource consisting of annotation for 40 ambigous lemmas. The senses for these lemmas
were manually mapped to SALDO by Nieto Pifia & Johansson (2016a). Since SALDO uses a coarser
division into senses than SemTag, three of the lemmas were not ambiguous after this lexicon mapping
and they were removed from the dataset. The only running-text corpus annotated with SALDO senses is
Eukalyptus (Johansson et al., 2016), which includes texts from eight different domains.
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Method SENSEVAL-2 Eukalyptus

Substitutes 0.6675 0.7020
J & NP (2015) 0.4976 -
Random baseline 0.3557 0.4094
Lowest-sense baseline 0.4952 0.6580
Supervised (BoW) 0.8033 -
Supervised (BERT) 0.9209 -

Table 1: Disambiguation results on the test sets for the different methods.

The instances were preprocessed using the Sparv pipeline (Borin et al., 2016). For each word, the
pipeline proposes a set of possible SALDO senses, based on the automatically determined morphological
analysis and lemmatization. The sense disambiguator chooses one of the candidates from this set.

Unambiguous words are excluded from the experiment, which means that the practical accuracy is
higher than what we report in the next section, since the majority of the words are unambiguous. We
also exclude cases where the annotated sense is a non-compositional reading of a multi-word expression
(e.g. pa orat intended as ‘drunk’, not as ‘on the ear’) or a compositional reading of a compound. After
this preprocessing, the SENSEVAL-2 sample consists of a test set of 1,366 instances and a training set
of 7,790 instances, and the Eukalyptus set of 12,434 instances.

5.1 Results

We evaluated the substitute-based approach proposed in this paper and compare it to a number of trivial
and nontrivial baselines. Table 1 shows the disambiguation accuracies on the two test sets. The accuracies
are macro-averaged over the 37 lemmas for SENSEVAL-2 and micro-averaged for Eukalyptus.

The most meaningful comparison is with the method by Johansson & Nieto Pifia (2015a), which is
included in Sparv: this system uses a similar setup with a combination of the SALDO graph and a
representation model trained in an unsupervised fashion. As we can see, the substitute-based method per-
forms much better on the SENSEVAL-2 test set. Both methods outperform two trivial baselines: random
selection, and selecting the sense with the lowest numerical identifier. The substitute-based method also
outperforms the lowest-sense baseline on the Eukalyptus set.

For SENSEVAL-2, we also evaluate two straightforward supervised approaches that learn from an-
notated training examples: a linear SVM using a bag-of-words representation, and a MLP on a BERT
representation. Both were implemented as “word experts” that use one classifier per base form. All graph-
based methods are strongly outperformed by the supervised models. Practically, the supervised approach
cannot be applied to Eukalyptus because of the Zipfian distribution of lemmas to disambiguate.

6 Discussion

The proposed method works surprisingly well compared to the baselines despite its simplicity. The
method is also quite cheap: in the implementation we have described here, we have only used the graph-
based neighborhood, although in the general case it may be possible to exploit other lexical-semantic
information to generate more accurate substitute sets. No annotated examples for training are needed.

While the performance is better than previous purely graph-based WSD approaches using SALDO,
it is much lower than for supervised models in a lexical sample setting. Obviously, a supervised word
expert approach is more difficult to apply in a running-text setting, e.g. in Eukalyptus. Another important
practical consideration is the flexibility of the substitute-based method: if we add a new sense to the
lexicon and update the edges accordingly, we can immediately use the new sense in the disambiguator.
The method can therefore be argued to be applicable in an interactive fashion.

This is a first attempt and we see a potential for a more careful consideration of the graph-based
substitute set, the contextual substitutes, and the way that these sets are compared. The whole idea hinges
on being able to use the lexical resource to suggest potential substitutes. For SALDO, this works less
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well in some cases where the neighborhood structure does not correspond well to substitutability. Words
referring to professions is one such case; cf. the discussion by Johansson (2014).

More generally, we may want to develop methods that align token representations from a language
model with a representation of the graph. One might use an embedding of the SALDO graph, either a
purely graph-based embedding (Nieto Pifia & Johansson, 2016b) or one based on a combination of the
graph and a corpus (Johansson & Nieto Pifia, 2015b; Nieto Pifia & Johansson, 2017). It may then be
possible to build a mapping of the BERT-based representation into the space of the embedded graph.
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Abstract

The topic of this paper is the representation of linguistic concepts as semantic frames. It presents
the general structure of a lexical resource for the linguistic domain, here referred to as LingFN.
This resource contains semantic frames for the linguistic terms and concepts found in traditional
grammars. In addition, the paper illustrates how LingFN can be used for the natural language
processing task of automatically extracting typological information from descriptive grammars
which is otherwise attained manually at a greater cost.

1 Introduction

A grammatical description is a form of document that describes various structural aspects of a natural
language. There are approximately 7 000 recorded natural languages (see ethnologue. com), and written
grammatical information is available for around 4 000 of these (see golottolog.org for details). At
present, there are ongoing endeavors to digitize this information so that modern computational techniques
can be exploited to analyze it and, ultimately, the languages themselves.

Digitization can be seen from two different prospects. The first regards the preparation of corpora
which involves scanning and OCRing of available printed resources on natural languages, and the sec-
ond covers structured digital representations of natural languages and linguistic concepts. This paper’s
concern is with the latter.

Over centuries of philosophical research, linguists have developed a variety of notions on how to dis-
cern and describe the phonological, morphological, and structural attributes of language. Indeed, there is
areasonable amount of work on digital representation of lexicons of natural languages, and consequently
there exist many online dictionaries and related lexical resources (Warwick, 1988; Fellbaum, 1998). But,
to the best of our knowledge, the amount of work is limited, as regards the digital representation of
various grammatical aspects, and grammars of natural languages.

This paper is an attempt to fill the gap above by using frame-semantics — a theory of meaning in lan-
guage (Fillmore, 1976) — to develop special structures (semantic frames) for representing the concepts
of linguistics. Using a semiautomatic methodology, a set of semantic frames have been developed and
connected to each other via various types of relations resulting in a network of semantic frames called
LingFN, a framenet for the linguistics domain. LingFN is expected to be useful for various NLP tasks,
especially for automatic extraction of typological information from descriptive grammars which is other-
wise accomplished by labour intensive manual methods.

The paper begins with a brief presentation of frame semantics and its background (section 2), followed
by a description of LingFN and the idea of representing linguistic concepts as semantic frames (section 3).
Next is given a brief outline of some possible applications of LingFN (section 4). The paper is concluded
with a summary (section 5).

Per Klang and Shafqat Mumtaz Virk. 2022. Linguistics concepts as semantic frames. In
Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and Learn — Festschrift
in honor of Lars Borin, pages 67-71. Available under CC BY 4.0 67



2 Background

The general idea of frame semantics is that words are understood with respect to the situation that they
evoke in the mind of the speaker. The mapping between a word and a situation forms a conceptual
structure known as a semantic frame, which is a script-like description of a prototypical situation, an
event, or an object, along with its participants known as frame elements, or FEs for short (Ruppenhofer
et al., 2016). The ideas of frame semantics were first put to use in a lexico-semantic resource for English
called FrameNet, also known as Berkeley FrameNet (BFN), which contains a network of semantic frames
for general-language (Baker et al., 1998). This resource has successfully been used for automatic shallow
semantic parsing (Gildea & Jurafsky, 2002) which is employed in several natural language processing
tasks such as information extraction (Surdeanu et al., 2003), and question answering (Shen & Lapata,
2007), to name a few. The utility of FrameNet has also led to the development of framenets for a number
of other languages that build upon the BFN model, all of which have contributed to the understanding of
the semantic characteristics of each specific language.

Although general framenets have proven to be useful for many tasks, they have also been criticized for
their limited coverage. To cope with this problem, domain-specific framenets have been constructed as
complements to the corresponding general-language framenets in order to improve the performance of
NLP-tools for specific domains such as medicine (Borin et al., 2007), soccer (http://www.kicktionary.de/),
and soccer-related tourism (Torrent et al., 2014). The upcoming section presents the overall structure of
another domain specific framenet, namely the previously mentioned LingFN whose content consists of
semantic frames for linguistic terms and concepts that have been used in traditional linguistic grammars
(e.g. inflection, agreement, affixation, etc.). While a part of LingFN follows the general structure of event
frames in BFN, the other part is structured after an ontology of linguistic terms, known as GOLD.!

3 Linguistics concepts as semantic frames

LingFN is a framenet for the linguistics domain which has been created after the grammar (and language)
descriptions found in the 1.3 MW sub corpus of The Linguistic Survey of India (LSI) (Grierson, 1903
1927).2 Although the lexicographic work in LingFN assumes a slightly less complex structure than BFN,
it mostly draws upon the same model as described in the BFN manual (Ruppenhofer et al., 2016) where
words, or lexical units (LUs), with similar meaning are bundled up under the same frame. Like BFN,
it holds a network of semantic frames (Baker et al., 1998), but the major difference between the two
networks lies in that the former covers specific linguistic terms and concepts where the latter covers
more general concepts. Detailed descriptions of the development of LingFN are found elsewhere (Malm
et al., 2018; Virk et al., 2022).

The general design of LingFN is fairly simple, and it is illustrated in Figure 1 below. It has two frame

types: event frames which represent eventful types of scenes (or concepts), and filler frames, which
follow the general structure of linguistic terms in GOLD. It also contains two frame-to-frame links: an
inheritance link which forms a hierarchical IS-A relation between frames, and a used-by link which
connects the filler frames to any event frame in which they may appear.
Let us now consider an example of how semantic frames for the linguistics domain may be used to aid
in the identification of linguistic information from descriptive grammars. This is the case of the word
borrow which has a specific meaning in linguistics. Consider below the difference between the meaning
of borrow from the BFN BORROWING frame in (1a), as opposed to borrow in (1b) from LSL

(1) a. Does my Mum borrow money off you? (BFN)
b. [...] the Musalman dialect borrows freely from the Persian vocabulary. (LSD

The BORROWING frame holds information about a situation involving a number of frame elements such
as a BORROWER that takes possession of a THEME belonging to a LENDER under the tacit agreement

Uhttp://linguistics-ontology.org/

2LsI presents a comprehensive survey of the languages spoken in South Asia. It was conducted in the late nineteenth and
the early twentieth century by the British government, under the supervision of George A. Grierson. The survey resulted in a
detailed report comprising 19 volumes of around 9500 pages in total. The survey covered 723 linguistic varieties for which it
provides: a grammatical sketch, a core word list; and text specimens.
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Event Frames USED-BY LINK Filler Frames
(Linked to BFN) (GOLD Hierarchy)

I1S-A I1S-A I1S-A IS-A

Event Frames ‘ Event Frames J Filler Frames Filler Frames

Figure 1: The basic structure of LingFN

that the THEME is to be returned after a DURATION of time. Example (1a) is clearly an instance of the
BORROWING frame, since it is conceptually necessary to imagine the return of the borrowed item given
a duration of time. This is not the case in (1b). A word that has been borrowed by a language cannot
be returned, since it was never really borrowed in the first place. The pseudo-character of the linguistic
borrowing frame, which we may refer to as PSEUDO-BORROWING, can be further illustrated by means
of reductio ad absurdum in the comparison of (2a—b) below.

(2) a. [...]Paulahad let her borrow the boat for a few hours [...]. (BFN)
* for a few hours
b. This principle of formation is borrowed from Magahi ¢ * until next spring ;. (Constructed)
* temporarily

The PSEUDO-BORROWING frame can thus be delimited from the BFEN BORROW frame in that the latter
does not occur with an FE of DURATION. However, this observation is of limited use since it can only
be used for identifying the cases that are not PSEUDO-BORROWING. Still, as we shall see, this limitation
may be remedied by the filler frames and their used-by links to frames like that of PSEUDO-BORROWING.

The filler frames typically capture information about LUs that appear as frame elements in event
frames, such as the type, material, or color of the LU referent. Annotated examples from LSI are given
below marking the two filler frames GENETIC TAXON and LINGUISTIC DATA STRUCTURE.

(3) a [...] [LANGUAGE VARIETY the Musalman] [} y dialect] borrows freely from the Persian
vocabulary. B (GENETIC_TAXON)

b. [...] the Musalman dialect borrows freely from the [1 AnguaGE variETy Persian] [y
vocabulary]. (LINGUISTIC_DATA_STRUCTURE)

The information in the filler frames can aid in the disambiguation of polysemous verbs like borrow. The
linking of filler frames to event frames with used-by links allows for the FEs of the event frame to be
checked against the LUs listed in the LingFN filler frames. On the one hand, if the content of an FE of
some event frame is not listed in the set of filler frames, the event frame probably belongs to the general
domain. On the other hand, if the content of the FE is listed in the set of filler frames, as illustrated by
the sentence in the table below, it would suggest that the event frame is specific to the linguistic domain.

Sentence: The Musalman dialect borrows from the Persian vocabulary
Event FEs: Borrower LU Lender

Filler FEs: Language variety LU

Filler FEs: Language variety LU

In its current state, LingFN houses nearly 100 frames with 325 used-by links, about 360 lexical units,
and more than 2 800 annotated sentences from LSI; see statistics below.

69



Frame Type Frames Used-by links Lexical Units Annotated examples

Event frames 5 171 25 1858
Filler frames 94 154 335 948
Total 99 325 360 2 806

The dual structure of the event and filler frames, coupled with the inheritance and used-by links, pro-
vides a simple architecture that may be exploited for applications aimed at automatic extraction of infor-
mation from grammatical descriptions. These applications form the subject of the next section.

4 Applications of linguistic domain semantic frames

LingFN was developed particularly for the extraction of typological linguistic information from descrip-
tive grammars.? Traditionally, the extraction of typological information from descriptive grammars is
done manually as a part of the development of typological databases (e.g. https://wals.info/). While the
manual curation of such databases takes a lot of time and effort, the usefulness of the end result is often
cited to justify the development cost. A reasonable alternative, which has not been subject to extensive
consideration in the literature, is to automatically extract the typological information. LingFN has proven
to be helpful in this respect, and the general process to meet this end is described next.

In the first stage, the linguistic concepts were gathered from the grammatical descriptions, and anno-
tated as semantic frames. These annotations were used to train a parser, which subsequently was used to
annotate additional grammatical descriptions. The parser annotations were then converted to typological
features values to be used for the purpose of linguistic analysis. For more details on the annotation task,
the parser development, and the conversion from semantic parses to typological features, see Virk et al.,
(2017), and Virk et al., (2019).

5 Summary

This paper has proposed to use frame semantics for structured digital representations of traditional lin-
guistic concepts. The concepts have been gathered from LSI and the GOLD ontology of linguistic terms
and rendered as semantic frames in LingFN, a framenet for the domain of linguistics. It has further been
shown how this resource can be used for automatic extraction of information from descriptive grammars.
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Abstract

Recent work in deep learning had made remarkable progress across a wide range of complex
tasks in artificial intelligence in general, and in natural language processing in particular. It has
yielded solutions to problems that were recalcitrant to traditional rule-based methods over many
decades. It is worth considering the possibility that deep learning systems are not simply en-
gineering procedures, but viable models of linguistic representation and language acquisition.
When exploring this option it is important to keep in mind the serious limitations of these sys-
tems. In this paper I briefly explore these questions, and I offer some tentative conclusions.

1 Introduction

Over the past 70 years most linguists have used formal grammars and model theories to encode linguistic
knowledge. Similarly, until 2000 rule systems and knowledge representation logics dominated many ar-
eas of artificial intelligence. The rise of deep learning in Al in general, and in natural language processing
(NLP) in particular, has largely displaced symbolic methods in computational linguistics.

Baroni (2021) observes that most theoretical linguists have taken little, if any, notice of the role of
deep neural networks (DNNs) in NLP. He argues that DNNs should be considered as possible alternative
theories of linguistic representation. In Lappin (2021) I suggest a similar view. In this paper I will briefly
address some of the arguments for this approach, and several of its implications.

2 Alternative approaches to representation and learning

A wealth of important work on individual languages, and on cross linguistic patterns, has been done
within the formal grammar framework. Many (most?) advocates of these formalisms have assumed that
they correspond to the way in which humans encode knowledge of their language, at some level of
representation. Some theorists have claimed that the class of formal grammars that generate the set of
natural languages cannot be learned on the basis of the primary linguistic data available to children,
through domain general learning procedures. They have concluded that humans bring strong domain
specific learning biases to bear on the language acquisition task. They have identified these biases with a
Universal Grammar (UG), construed as a schematic cognitive structure that restricts the set of hypotheses
available to the language learner, concerning the design of a possible grammar.

DNNss are not rule-based algebraic systems. They do not, in general, apply grammatical rules or con-
straints as part of their training regimen, nor do they extract symbolic representations from data. The
success of deep learning in NLP raises the question of whether a non-symbolic, domain general inductive
system may offer a viable model of the way in which humans acquire and represent linguistic knowledge.
It is possible to enrich a neural network with syntactic or semantic learning biases in a variety of ways. It
is important to consider such systems to see whether these enrichments improve performance on a given
set of tasks.

If a DNN learns to solve a task that requires interesting types of linguistic information, at a level
approaching human performance, within tractable amounts of time and data, then it provides a demon-
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stration of how humans could, in principle, acquire this knowledge. To the extent that this learning uses
domain general inductive mechanisms, it shows that strong linguistic biases may not be required for this
element of language acquisition. Success in deep learning also indicates that humans could encode the
knowledge required to perform a given task through distributed, non-symbolic representations.

While formal grammars offer elegant formalisms for encoding syntactic information (as do model the-
ories for semantic content), they have generally not provided robust, wide coverage systems for handling
linguistically interesting NLP applications. By contrast, deep learning has achieved remarkable success
over a wide variety of tasks. They include, among others, identifying subject-verb agreement (Linzen et
al., 2016; Bernardy & Lappin, 2017; Gulordava et al., 2018), machine translation (Bahdanau et al., 2015),
image description (He et al., 2020), and prediction of sentence acceptability (Lau et al., 2020).

Formal grammars and model theories pose serious problems of learnability.! By contrast, recent work
in deep learning has shown that relatively domain general inductive learning devices can learn to solve
cognitively interesting NLP tasks within tractable limits of time and data.

3 Hybrid models: How much do linguistic theories add to NLP

It is natural to assume that integrating linguistic theories into deep learning models will improve the
performance of DNNs, and add robust wide coverage to formal grammars. While this view is intuitively
appealing, its correctness is far from obvious.

There are (at least) two ways in which hybrid systems of this kind can be implemented. First, it is
possible to train a DNN to identify tree structures in data through design and training (Tai et al., 2015;
Socher et al., 2011; Bowman et al., 2016; Yogatama et al., 2017; Choi et al., 2018; Maillard et al., 2019;
Kuncoro et al., 2018; Kuncoro et al., 2019; Kuncoro et al., 2020). Second, we can enrich the training
data with syntactic and semantic feature markers, rendering these markers part of the information that
the DNN learns to generalise over (Ek et al., 2019).

Both sorts of model have been tested on a variety of NLP tasks, including sentiment analysis, natural
language inference (NLI), and sentence acceptability prediction. In general, they have yielded only very
small improvements, if any, over the performance of their non-enriched counterparts. Ek et al. (2019)
report that the addition of syntactic and semantic tags to the training data actually degraded the level of
accuracy of the LSTM tested on this task.”

The fact that hybrid DNNs incorporating symbolic linguistic information have not yielded particularly
interesting results to date does not show that the approach is misguided. More successful versions of
such models may yet emerge from future work. However, these results do indicate that DNNs learn in
ways that do not straightforwardly accommodate symbolic representations and rule systems. It is worth
considering the possibility that the way in which humans acquire natural languages, and other forms of
knowledge, may be closer to deep learning than to classical paradigms of grammar induction.

4 The limitations of deep learning

The remarkable success of deep learning in NLP has tended to obscure the serious limitations of DNNs.
There are at least three of these worth noting here. First, DNNs require very large quantities of training
data in order to achieve reasonable performance, on most complex NLP tasks. This renders a comparison
with human learning moot, given that children do not require this amount of data to achieve linguistic
knowledge. Use of reinforcement learning (Frangois-Lavet et al., 2018), and multimodal encode-decoder
models (Hill et al., 2020a) may go some way to alleviating the need for large training data sets. Much
work remains to be done on this problem.

The second difficulty is that DNNs generally lack transparency concerning their mode of operations,
and the generalisations that they extract from data. It is often unclear how they learn the generalisations
that they achieve. This undermines their usefulness as explanatory models of learning. I will take this
issue up further in Section 5.

ISee Clark & Lappin (2011) for discussion of complexity and learnability in grammar induction.
2See Lappin (2021) for detailed discussion of these hybrid models, and additional references.
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Finally, deep learning systems frequently encounter problems in generalising to domains beyond those
on which they are trained. The error rate of a DNN generally increases in proportion to the distance
between the examples of its test set and those of its training data (Lake & Baroni, 2018). Also adversarial
testing has indicated that small permutations in the test set can produce dramatic changes in accuracy,
particularly in cognitively complex tasks like NLI (Talman & Chatzikyriakidis, 2019; Talman et al.,
2021). I will briefly suggest a possible way of dealing with this limitation in Section 6.

5 The opacity problem

The absence of transparency in deep learning systems has become substantial with the move to large
multi-headed transformers, many of which are non, or bidirectional, like BERT (Devlin et al., 2019). The
primary source of opacity in DNNs is their use of non-linear functions, such as sigmoid and hyperbolic
tangent, to compute the output states of units from their inputs. These functions cause the vectors that
each layer of a DNN produces to be, in the general case, non-compositional. This is due to the fact that
the representations of the input and the output vectors cannot be represented by a homomorphic mapping
operation.’

Bernardy & Lappin (2022) and Bernardy & Lappin (2023) suggest a solution to the opacity problem.
They propose Unitary Evolutionary Recurrent Neural Networks (URNs) for NLP. An URN uses unitary
matrix word embeddings and simple linear operations on them to process linguistic input.* They do
not contain non-linear functions, and so they are strictly compositional in the operations through which
they combine word embeddings to obtain output matrices. URNs correspond to quantum circuits. No
information is lost in the course of processing input. Earlier states of the network are fully recoverable.

Although URNs achieve promising results in recognising long distance agreement patterns in artificial
languages, they have some way to go before attaining the scale, level of performance, and coverage of
current state of the art non-transparent DNNs.

6 Extending the scope of generalisation

As we observed in Section 4, deep learning continues to contend with difficulties in generalisation and
overfitting in many areas of NLP. Hill et al. (2020a) and Hill et al. (2020b)’s work on multimodal seman-
tic learning points to an encouraging direction for solving this problem. They train agents in simulated
visual environments to recognise new natural language commands, and to respond to them appropriately
in these environments. They use a multimodal encoder-decoder architecture for this task, which extends
the models applied to machine translation, to achieve dynamic visual grounding of language.

The systems that they describe perform more substantial learning and generalisation beyond the train-
ing data than previous models that are limited to linguistic input. These systems come closer to approxi-
mating human learning, which is grounded in a multimodal environment, than DNNS trained exclusively
on linguistic data. When input from visual and other modalities is coordinated with linguistic training
data, it may be possible to reduce the size of the linguistic training set. It is necessary to recognise that in-
formation from these modalities is indispensable to human language acquisition, and it should be counted
as part of the data that supports the acquisition process.

7 Conclusions and future work

The robustness and wide coverage that deep learning systems are demonstrating across a wide range of
cognitively interesting NLP tasks suggests that they are more than engineering devices for producing
effective language technology. It is worth taking them seriously as possible models of linguistic represen-
tation and language acquisition. Attempts to integrate symbolic elements of linguistic theory into these
systems have not yielded dramatic improvements in their performance to date. This situation may change

3A mapping f: A — B from group A to group B is a homomorphism iff for every vi,vj € A, and the group operation -,
F(A-B) = f(A)- f(B), where f(A-B) € A, and f(A) - f(B) € B.

4A complex square matrix U is unitary if its composite transpose U* is identical to its inverse U ~!. The word embeddings
of URNS contain only real numbers, and so they are orthogonal matrices.
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in the future. At this point, these results suggest that linguistic theories may not be particularly useful for
NLP tasks, as DNNs process information in a way that does not easily accommodate symbolic encoding.

DNNGs exhibit serious limitations in large data requirements, opacity, and range of generalisation. Work
on reinforcement learning in NLP, on transparent models, and on multimodal encoder-decoder architec-
tures offers promising approaches to solving these problems. Considerably more research is needed on
how to deal with noise in linguistic input without destabilisation. This is particularly important for tasks
involving NLI, dialogue management, and text interpretation.

Closer cooperation among computational linguists, cognitive psychologists, and neuroscientists is
needed in order to assess the similarities and the differences between the ways in which DNNs and
humans process linguistic information. Deep learning systems can offer indirect insights into learning
and representation by demonstrating what sort of knowledge can be acquired by such a system on the ba-
sis of certain kinds of training, with learning biases of a general, or a domain specific type, within given
limits of time and data. However, to determine to what extent, if any, these devices actually correspond
to human learning and representation it is necessary to study the latter in comparison with the perfor-
mance of DNNs. Only comparative research of this kind can illuminate whether deep learning provides
plausible models of human linguistic knowledge.
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Abstract

We argue that the National Language Bank of Sweden should be extended with an additional
infrastructure supporting research on linguistic interaction. Our main argument is that dialogue
is not (just) text or speech, and consequently, that studying dialogue requires dialogue-specific
infrastructure.

1 Introduction

One of Lars Borin’s main achievements is, of course, his very successful development and management
of Sprakbanken, now a part of the National Language Bank of Sweden under the name Sprakbanken Text.
Following his lead and inspiring pioneering example, we would like to take this opportunity to argue the
case for a Swedish Dialogue Bank - Sprakbanken Dialog.

2 Sprakbanken

Quoting from the homepage of the National Language Bank of Sweden, “The purpose of The National
Language Bank of Sweden is to develop a national e-infrastructure supporting research in language tech-
nology, linguistics and other fields of study where research is conducted based on language data.” Cur-
rently, the National Language Bank of Sweden has three parts — Sprakbanken Text, Sprakbanken Tal and
Sprékbanken Sam. These all provide important infrastructures for researchers in various fields. Sprak-
banken Text contains text corpora that can be searched for occurrences of words and phrases, including
longitudinal data. Sprakbanken Tal contains (or will contain when it is launched in 2023) recorded speech
aligned with text for use in research and development of speech technologies. Sprakbanken Sam contains
text and some speech recordings focusing on (1) official multilingual texts and terminology for research
in official communication and social conditions, and (2) folk narratives, as well as other text and speech
material from the dialect and folklore archives.

The National Language Bank of Sweden is a significant achievement and a valuable resource for lan-
guage technology purposes. However, a considerable lacuna, in our view, remains: these resources do
not provide a comprehensive collection of spoken, written, and/or multimodal interactions in Swedish
(and/or minority languages) that are available and searchable in the way that is needed to explore the
interactive aspects of language use and structure. This is what we argue is still needed.

3 Dialogue

It is now widely accepted that human conversation does not consist of a sequence of sentences simply
placed one after the other. There are specific phenomena that only become visible at the level of dialogical
interaction, for example, so-called “grounding processes” (Clark, 1996), turn-taking (Sacks et al., 1974),
repair (Schegloff et al., 1977), and multimodal input and output (Bavelas & Gerwing, 2007), which are
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the features of dialogue that make it so much easier to process and engage in than monologue. On the
other hand, phenomena which have been considered sentence-internal and requiring specialised syntac-
tic/semantic mechanisms can be seen under a new, more illuminating, light when considered in the context
of conversation. For example, phenomena like anaphora, ellipsis, syntactic/semantic dependencies, and
speech act recognition/production can extend across turns and participants (see (3), below). In fact, it can
be shown that such puzzling phenomena rely more crucially on interactive mechanisms for their resolu-
tion than individual processing capacities, a case of ‘computational offloading’ to the social environment
(Gregoromichelaki, 2017). Across linguistics, psychology, philosophy, and cognitive science, it is now
recognised that the primary ecological niche of language use is face-to-face interaction. Therefore, it
has now become common to talk about the human ‘interaction engine’ (Levinson, 2020) to refer to the
evolutionarily and culturally shaped linguistic skills and social capacities that are involved in language
processing and general action coordination. Formal grammars, computational implementations, and lin-
guistic/psycholinguistic theories now attempt to model formally and test experimentally these interactive
processes to explain human linguistic cognition and behaviour (Ginzburg, 2012; Gregoromichelaki et al.,
2020; Healey et al., 2018; Cooper, 2022).

In the field of language technology and Al, it is also becoming a familiar theme to address human
interaction and conversation as the source of invaluable data. Many current architectures take advantage
of training data from dialogue and multimodal corpora, whether annotated or not, and there is a recogni-
tion in recent work that large-scale language models — even those which make use of visual data — lack
sufficient training data of conversational strategies such as repair (Lemon, 2022). Additionally, models
increasingly seek to leverage interactive processes with human-in-the-loop teaching and supervision as
a means of extending the capabilities of Large Language Models and artificial agents like social robots
developing their trustworthiness, reliability, and alignment with human values.

As an illustration, let us look at an example of a dialogue with the sort of annotations we envision for
Sprakbanken Dialog:

(1) StancEY: Louis, I[T,C £:STANLEY] just didn’tNp1—ticensor] think
[[assertion; change of turn: split utterancell

Lous: you..r.stanLey] d €ver|ypy hear from mey, . f:LOUIS]?

[[continuation & clarification & confirmation request & quotation]]

[BBC Transcripts, Dancing to the Edge, Episode 5, example from: Gregoromichelaki (2017)]

Here the annotation needs to indicate the dialogue-act multifunctionality of subsentential turns. We also
need to have information about the dependency between the Negative Polarity Item (NPI) ever and its
licensor n ' that occur in different turns by different speakers even though no single surface string can
be syntactically reconstructed. In confirmation of this, it needs to be indicated in the annotation how
the incremental change of speaker within a quotative clause reporting the first speaker’s mental state
(“‘Stanleygpeqier did not think || that Stanley,daressee Will hear from Louisspeqker”) results in incremental
switches in the interpretation of indexicals. This evidence of dependencies crossing turns and speakers
render untenable any simple analysis of the shared string as a joined surface syntactic form with respect
to the semantics:

(2) #Louis I just didn’t think you’d ever hear from me.

In addition, it is demonstrated that grammatical analyses need to incorporate semantic and, crucially,
pragmatic factors, e.g., turn-taking in dialogue, in order to provide a coherent and unified analysis of
syntactic/semantic phenomena. Moreover, understanding both human psychological processes and the
functioning of end-to-end models and Al architectures with respect to linguistic behaviour requires be-
coming aware and modelling such interactions of what have been standardly taken as separate modules
of linguistic/non-linguistic knowledge in standard monological accounts.
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4 Sprikbanken Dialog

With this in mind, let us try to explain in more detail why Sprakbanken Dialog is needed, and how we
envision it.

Sprékbanken Dialog is (would be) a large collection of linguistic interactions, including video record-
ings of face-to-face interactions, audio recordings of spoken interactions, transcribed interactions (aligned
with the source video or sound recordings), and written interactions taken e.g. from social media and chat
applications. It is possible to view, annotate and analyse individual interactions across multiple turns —
something not currently offered by any Sprakbanken resources. It is also possible to relate individual in-
teractions to each other, e.g. temporally, spatially, or with respect to the speakers involved (while keeping
to GDPR restrictions).

What about overlap with existing Sprakbanken resources? It is true that other Sprakbanken resources
already contain linguistic interactions. In fact, as far as possible, such material should also be included in
Sprakbanken Dialog. However, none of the existing resources offer the possibility of adequately explor-
ing the interactive aspects of these dialogues. In Sprakbanken Text, interactions are treated as any other
text, and it is not possible to see full interactions across several turns, nor to annotate or analyse them.
The argument for Sprakbanken Dialog rests on the fact that linguistic interaction is not reducible to, or
analysable in terms of, individual words or phrases.

So maybe Sprakbanken Dialog could just be a different interface to existing Sprakbanken resources?
Such a thing would certainly be useful, but there are also reasons to include additional resources not cov-
ered by other Sprdkbanken infrastructure. Currently, linguistic interactions are collected by researchers
and students working on dialogue in the course of their research activities. This data can be in the form
of text, audio, video, or some combination thereof. Currently, a lot of these resources never become
available to other researchers. We believe that Sprakbanken Dialog could offer infrastructure that would
enable and encourage low-effort sharing, annotation and analysis of dialogue data (including multimodal
data), thus boosting research on linguistic interaction in Swedish and other languages.

5 Future work

We leave for future work to fund, organise and implement Sprakbanken Dialog. In this, we hope to follow
Lars Borin’s inspiring example.
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Abstract

In this paper we discuss a couple of examples of morphosyntactic integration of non-verbal mate-
rial in written Swedish, specifically icons and music beats. It is argued that classification in terms
of parts-of-speech is not a particularly fruitful approach in these cases. Instead, we suggest a con-
structional perspective and briefly illustrate how these phenomena may be analyzed in terms of
constructions.

1 Inledning

Kommunikation kan vara multimodal pa flera olika vis (se t.ex. Bjorkvall, 2009). I den hér texten inriktar
vi oss pa hur ljud och bild kan integreras inte bara i texten utan dven morfosyntaktiskt. Verbalisering
av icke-verbala ljud &r forvisso ingenting nytt; det dr sjdlva grunden for onomatopoetiska uttryck. Desto
nyare dr de mojligheter att integrera bilder i alfabetisk skrift som har utvecklats i s.k. e-kommunikation.
De senaste artiondena har forst emojier och sedan andra ikoner tagit plats i skriftspraksrepertoaren, forst
som sjilvstindiga indikationer om meddelandets funktion (=, 4 )' eller skribentens sinnesstimning
(&, @, ¥) och senare dven mer integrerat med den verbalt uttryckta skriften (se McCulloch, 2019).
Detta illustreras i (1), dér ikonen 4 utgdr forled i en sammansattning; dessutom innehaller exemplet det
ljudhdrmande verbuttrycket oontz, oontz, oontzade:

(1) ”Bang local MILFS” stod det pa 4 -bilen som oontz, oontz, oontzade forbi nér jag véntade utanfor
sextonaringens skola. Gulligt andéa. (Exemplet hamtat fran Twitter; 26 september 2022.)

I sammansittningen 4-bilen fungerar A som forled till efterledet bilen och anger vilken sorts bil det
handlar om. I detta fall handlar det om en s.k. A-traktor (dven kallad EPA-traktor och LGF-fordon), och
A avser hér den varningsskylt som sitter baktill pa sddana ldngsamtgéende fordon. I sig dr 4 en generell
varningssymbol; det &r forst ndr den placeras pa en bil som den betyder ‘A-traktor’. Uttrycket 4 -bilen
paminner om nominala sammanséttningar av typen [N-N] (jfr brandbil, elbil, glassbil), vilket skulle kun-
na tyda pé att ikonen 4 tolkas nominalt i sammanhanget. Innebér det i sé fall att den &r att betrakta som
ett substantiv?

Oontz, oontz, oontza dr ett ljudhdrmande uttryck som kan ségas fungera som ett onomatopoetiskt rorel-
severb. P& samma sétt som forledet i 4 -bilen avser ett utmérkande drag hos A-traktorer, refererar oontz,
oontz, oontza till repetitivt dunkande musik (jfr det dldre uttrycket dunka-dunka). Den repetitiva karakté-
ren aterspeglas i det sprékliga uttrycket, med (minst) tva oontz fore verbformen oontza. Det senare foljer
ett produktivt verbbildande avledningsménster som typiskt har substantivrot. Ar alltsd oontz dirmed ir
ett substantiv?

I den hér artikeln diskuterar vi ett par exempel pa hur atminstone delvis icke-verbala uttryck integreras
morfosyntaktiskt i svenskt skriftsprak och hur detta kan analyseras grammatiskt. Vi ifragasétter ordklasser
som primért analysverktyg i ssmmanhanget och forordar i stéllet ett konstruktionsbaserat perspektiv.

'The Emoji graphics used in this paper are taken from the Twemoji project, copyright 2020 Twitter Inc and other contributors,
licensed under CC BY 4.0, https://creativecommons.org/licenses/by/4.0/
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2 Ikoner och ordklasser

A-bilen 4r en nominal sammansittning, dvs. bildar som helhet ett substantiv.> Aven efterledet, som &r
sammansittningens semantiska och syntaktiska huvud, &r ett substantiv. Daremot rader inga sérskilda
ordklassrestriktioner pa forledet. Det vanligaste dr substantiv dven hér, [N-N], men forledet kan ocksa
utgoras av t.ex. adjektiv (smdbil), verb (hyrbil) eller som synes en ikon (4-bil). Redan nér det géller
lexikala forled &r ordklasstillhorigheten inte alltid helt sjdlvklar; utgér t.ex. lastbil fran substantivet last
eller verbet lasta, och lyxbil frén substantivet /yx eller adjektivet /yxig?

Eftersom 4 -bilen som sagt paminner om [N-N]-sammanséttningar och ikonen 4 betecknar ett foremal
kan det ligga nira till hands att uppfatta ikonen som ett substantiv. Samtidigt fungerar den ocksa som en
varningssignal och liknar i det avseendet snarare en interjektion. Detta dr ingen exceptionell egenskap hos
just a4 utan ikoner framstar i allmdnhet som notoriskt flerfunktionella sett fran ett grammatiskt perspektiv.
Exempelvis kan ¢ tolkas badde som substantiv (flygplan) och som verb (flyga/resa), eller till och med
som ett helt yttrande (jag flyger till Indien). Ett annat exempel dr %z som kan tolkas som substantiv (fest),
verb (festa), adjektiv (glad/partysugen) och/eller interjektion (Hurra!).

Att folja den traditionella klassificeringsprincipen “olika ordklass — olika ord” skulle alltsa leda till
massiv homonymi bland ikonerna. Fragan dr om ordklassbestimning alls dr meningsfull for ikoner. Rim-
ligen avser ordklass hos en lexikal enhet en konventionaliserad uppsattning morfosyntaktiska egenskaper,
men vanliga ordklasskriterier &r till foga hjdlp hdr (Adesam & Bouma, 2019). Ikoner saknar helt morfo-
syntaktisk markering, svarar daligt mot distributionstester, tenderar att vara flerfunktionella och konven-
tionaliseringen av deras grammatiska beteende ar vanligtvis inte sérskilt langt gdngen (dven om vissa
drag kan ha konventionaliserats; jfr McCulloch, 2019). Enligt taggningsmodellen Koala, som anvénds i
Sprékbanken Text, klassas de helt enkelt som symboler (Adesam & Bouma, 2019).

Inte heller ljudeffekten oontz i uttrycket oontz, oontz, oontzade har ndgon tydlig ordklasstillhérighet.
Som fristdende ljud liknar uttrycket ndrmast en interjektion, i likhet med ljudhédrmande interjektioner som
bom, klang och smack. Samtidigt kan det i vissa avseenden bete sig som ett substantiv: ett/flera oontz.
Och i exempel (1) ingér det i ett verb. I Koala hanteras uttryck av det hér slaget som foreign material,
utan nirmare specificering (Adesam & Bouma, 2019).

Kort sagt, hur man tolkar ikoner och ljudhdrmande uttryck, liksom for den delen andra sprakliga enhe-
ter, beror i stor utstrdckning pa kontexten. Ordklasser, annars hdgst anvandbara for flera typer av sprak-
vetenskaplig analys (jfr t.ex. Adesam & Bouma, 2019; Kalm 2021), dr kanske inte det mest fruktbara
angreppssittet just i det hir ssmmanhanget.

3 Avledningar

Verbavledning ar synnerligen produktivt i svenskan; vi kan bilda verb genom att kombinera en verban-
delse med snart sagt vad som helst som kan tolkas som nagon sorts aktivitet. Kdnda exempel &r vabb+a,
facebook+a och sol-och-vdr+a, medan oontz, oontz, oontz+ade i exemplet ovan dr en mindre etablerad
bildning. Avledning genom suffix antas i traditionell grammatik innebéra ordklassbyte, men i likhet med
ikoner dr det som sagt tveksamt om oontz, oontz, oontz kan sdgas ha ndgon given ordklasstillhérighet.

Ordklassproblematiken blir &nnu mer pataglig om vi gér ett steg till och bildar substantiv (ett evin-
nerligt oontz, oontz, oontzande) eller particip/adjektiv (ett oontz, oontz, oontzande dansgolv). Bade s.k.
verbalsubstantiv och participer bildas typiskt av verb, men en sadan analys skulle hér innebéra en foga
plausibel tvastegsprocess dar man forst bildar verbet oontz, oontz, oontza och sedan avleder detta verb
vidare till substantiv eller particip/adjektiv. For den nominala anvéndningen passar séledes den latinska
termen nomen actionis béttre dn den svenska verbalsubstantiv hér — ett ‘nomen som uttrycker en aktion’
snarare &n ett ‘substantiv bildat av ett verb’. Andra exempel pa nomen actionis utan verbstam ar hemma
hos-ande och GI-ande (se Holmer, 2022).

Om vi atergér till verbet kan oontz, oontz, oontzade ségas fungera som ett rorelseverb i exemplet; i
alla hindelser ingar det i rorelseuttrycket oontz, oontz, oontzade forbi och fyller dar den roll som typiskt
uttrycks av ett rorelseverb (jfr korde forbi). Det verkar for Gvrigt vara ett ganska produktivt monster att

2Sammansittningar i svenskan behandlas utforligt av bl.a. Svanlund (2009) och Loenheim (2019); se dven Teleman et al.
(1999).
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anvénda ljudhdrmande verb i rorelseuttryck; jfr susa forbi, skramla ivig och braka in i ngt (Olofsson,
2018). Med tiden kan associationen till rorelse lexikaliseras, som i fallet susa, men det skulle férvana
om éven oontz, oontz, oontza nér dit. Ett tecken pa en sddan utveckling skulle annars vara om uttrycket
reducerades till enbart oontza.

4 Diskussion: ordbildning genom konstruktioner

Hur ska vi dé analysera oontz, oontz, oontzade och a-bilen? Att postulera (tillfélliga) lexikala enheter
med tillhérande ordklassegenskaper m.m. forefaller bade omsténdligt och implausibelt. Istéllet foreslar
vi att de nominala resp. verbala associationerna uppstar i kontexten (s.k. emergens), sdsom antas inom
bl.a. konstruktionsgrammatik. Konstruktionsgrammatik dr férmodligen mest kénd for sin hantering av
olika typer av flerordsmonster, men har ocksa framgéangsrikt tillimpats pa morfologi (t.ex. Booij, 2010).
Séledes kan nybildningarna i (1) hanteras som instanser av en sammansittningskonstruktion resp. en
verbkonstruktion.

4.1 Verb och sammansittningar som konstruktioner

En konstruktion bestar av ett eller flera konstruktionselement, som vardera fyller en viss funktion i kon-
struktionen och foérknippas med en (mer eller mindre specificerad) uppsittning egenskaper. Om vi borjar
med verbkonstruktionen kan den ségas innehalla tva element: dels en stam, dels GRAMMATISK MARKE-
RING (GM) av framst tempus. | oontz, oontz, oontzade fungerar [oontz, oontz, oontz] som stam, medan
[-ade] utgér GM och markerar sévél verbkategori som preteritum. I vanliga fall utgdrs forstas stammen
av ett etablerat verb, som redan forknippas med verbala egenskaper. Dessa verb utgdr specifika typer av
konstruktionen och har lexikaliserat GM-dragen. I fallet oontz, oontz, oontzade ar dock stammen inget
verb 1 sig, utan konstrueras som en aktivitet just genom att ingé i en verbkonstruktion. Skillnaden mellan
detta synsitt och mer strikt kompositionella modeller 4r alltsé att konstruktionselementens egenskaper
inte maste vara lexikalt givna av de ingdende leden, utan ocksé kan folja av den konstruktion de ingar i.

Aven rorelsebetydelsen antas folja av en konstruktion, néirmare bestimt en syntaktisk konstruktion med
elementen VERB och RIKTINGSADVERBIAL: oontz, oontz, oontzade forbi. Detta monster upptriader som sagt
oftast med etablerade rérelseverb, men verb som inte har denna betydelse inherent kan alltsé fa det i just
den hir konstruktionen. Det avgoérande villkoret dr att verbet uttrycker en betydelse som kan associeras
med rorelse, i det aktuella fallet ljud som hors fran den korande A-traktorn. Rorelsekonstruktioner av det
hér slaget behandlas utforligt i Olofsson (2018).

Pa liknande sitt kan vi hantera 4 -bilen. Uttrycket antas instansiera en nominal sammansattningskon-
struktion med elementen FORLED, EFTERLED och GM. Hér uttrycker GM nominala egenskaper som t.ex.
definithet och fogas till efterledet. Eftersom nominala sammanséttningar genomgaende 4r determinativa
maste forledet kunna forstas som en specificering av efterledet. I 6vrigt 1agger konstruktionen inga sér-
skilda restriktioner pé vare sig ordklass eller andra egenskaper hos forledet, mer &n att det rent praktiskt
maste kunna kombineras med efterledet.’

Om 4 -bilen ocksé ska forstas mer specifikt som en sammansittning av typen [N-N] fordras darutdver
att A tolkas nominalt. Har finns inte utrymme for en utredning av begreppet ‘nominal funktion’ (jfr Tele-
man et al., 1999), men grovt forenklat kan det sdgas innebéra att 4 -bilen tolkas analogt med firmabilen
och leksaksbilen snarare &n med (det mer verbala) hyrbilen. Inte heller det kraver dock att A analyseras
som ett substantiv, vare sig grammatiskt eller som lexikal enhet.

4.2 Unifiering och s.k. coercion

Utgangspunkten for analysen dr att konstruktionerna utgér monster, som vid sprakanvindning instan-
sieras av konkreta sprékliga uttryck. Rent tekniskt forenas konstruktionselementen och de uttryck som
realiserar dem genom s.k. unifiering (Fillmore & Kay, 1993; Fried & Ostman, 2004). Elementen och de-
ras instansieringar behover inte ha identiska egenskaper; det ricker att de dr kompatibla. I de allra flesta

3Det stills mer specifika krav pa efterledet, som utgér bade syntaktiskt och semantiskt huvud och behover kunna kombineras

med ev. GM. Efterledet behover alltsd bade formellt och funktionellt fungera som ett nominal. Darfor fungerar - -semestern
bittre 4n semester----en; den obdjda varianten semester- ar dock tiankbar.
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fall ar detta timligen oproblematiskt. Mer intressant blir det nédr egenskaperna hos element och instansie-
ringar inte matchar fullt ut. Sa &r bl.a. fallet nér verb upptrader i syntaktiska strukturer som krockar med
verbets valens, som i exemplet Kan man dta bort sin huvudvdrk?. Objektet till dta uttrycker normalt det
dtna, vilket hir knappast &r huvudvirken. I stillet associeras objektet med bort (det som ska bort) snarare
an tolkas som foremal for verbhandlingen. Denna tolkning uppstar just i konstruktionen [verb + bort +
objekt]; jfr ?dta sin huvudvirk (Sjogreen d.y., 2015).

Den hiér sortens fenomen, dér sprékliga uttryck anvénds pa sétt som krockar med deras konventionali-
serade egenskaper, brukar beskrivas i termer av coercion. I konstruktionsperspektiv innebdr coercion att
en konstruktion ’kor 6ver” lexikala drag hos de ingéende leden, som ddrmed anpassas till villkoren pa de
konstruktionselement de unifieras med (t.ex. Michaelis, 2005). Det kan alltsa betraktas som coercion att
foga in A som forled i en sammanséttning trots att ikonen i sig inte har sddana morfologiska egenskaper.
Termen coercion mé signalera att vi begar ndgon form av persuasivt vald pa spréket, men foreteelsen &r
egentligen bara ett specialfall av att sprakliga uttryck anpassas till sin kontext — hér i form av den sprakliga
konstruktion uttrycket ingar i.

Konstruktionell coercion dr emellertid ett kraftfullt verktyg, som utan begrénsningar skulle 6ppna for
att 6vergenerera a det vildaste. Sa varfor producerar vi inte jamt och stindigt en uppsjo av konventions-
brytande nybildningar? Den viktigaste och mest generella begrinsningen ar formodligen vanans makt. Vi
sprakbrukare ar inte s kreativa som vi kanske vill tro, i varje fall inte hela tiden, utan det ar i regel smidi-
gast for bade sdndare och mottagare att anvinda vanliga, lattillgéngliga och forvantade uttryckssitt. En
mer specifik faktor, som har foreslagits som forklaring till nyckfulla begransningar i partiell produktivitet,
ar konkurrens: ett uttryck kan vara disprefererat darfor att det tréngs undan av mer etablerade alternativ
(Goldberg, 2019).

Slutligen bor vi inte glomma att sprakbruk inte enbart styrs av begransningar. Det fordras ocksa positi-
va krafter, sdsom motivation och kontextuell relevans — en anledning att anvénda ett uttryck och kanske
ndgonting som gynnar valet av just det uttrycksséttet. En gynnande kontext for bruk av ikoner i samman-
séttningar skulle t.ex. kunna vara en %z -skrift till Lars Borin.
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Abstract

Language tools are a valuable ICALL resource, especially for learners of a second language. In
this work, we discuss the challenges involved in the development of a multilingual Automatic
Writing Evalutation tool addressing their specific needs and brainstorm some potential solutions.

1 Introduction

It is common to identify JCALL (Intelligent Computer Assisted Language Learning) applications with
ILTSs (Intelligent Language Tutoring Systems). That of ICALL, however, is a broader category, which
also includes various types of language tools (Heift & Vyatkina, 2017), such as online dictionaries,
MT (Machine Translation) software, spell checkers and morphological analyzers. Usually designed not
specifically with learners in mind, but rather for the general population, these tools are especially impor-
tant - perhaps more than ILTSs - for intermediate and advanced L2 (Second Language) learners, who,
as opposed to students learning a FL. (Foreign Language), tend to acquire language in its context of use,
often without receiving any formal instruction (Kramsch, 2000).

In this category, AWE (Automatic Writing Evalutation) tools have recently started emerging, Gram-
marly being perhaps the most widespread example.' Based on an automatic analysis of the learner’s text,
AWE software can provide different kinds of feedback, from numerical scores to corrections and stylis-
tic suggestions (Hockly, 2018). Some AWE tools targeting teachers are used in standardized tests, while
tools like Grammarly, used both by natives and learners, are increasingly popular outside the classroom.

With such a large target group, however, they are not always able to address the specific needs of
learners in the best way possible. First, the majority of AWE tools targeting the writer (rather than the
grader) provide them with corrections but no explanations. Furthermore, the analyses these systems
perform are not specifically focused on L2 learner errors, which may well differ from those typical of L1
users of the same language. In addition, most AWE tools are monolingual, and adapting them to other
languages, when at all possible, requires a large amount of data, which is often unavailable.

We are interested in building an AWE tool that addresses these issues. We focus primarily on grammat-
icality, aiming for a system able to provide both corrections and verbal explanations in a potentially wide
variety of languages, targeting learners with different levels of proficiency and metalinguistic awareness.
We propose an approach where, after obtaining a correction hypothesis for the learner’s input, both the
original text and its correction are processed with an UD (Universal Dependencies) parser (de Marnefte
et al., 2021). The two obtained treebanks are then compared by an error analysis module, which outputs
a lossless structured representation of the errors it detects based on the discrepancies between them. Fi-
nally, these structured data are converted to human-readable feedback through a domain-specific CNL
(Controlled Natural Language).

In the following, we go through the various steps one by one, discussing potential solutions to the
problems the implementation of each of them arises. Section 2 is dedicated to the question of how to ob-
tain a good correction hypothesis. Section 3 discusses the challenging aspects of parsing while Section 4

1granunarly .com
Arianna Masciolini. 2022. Building a multilingual AWE tool for L2 learners: Challenges and

ideas. In Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and Learn —
Festschrift in honor of Lars Borin, pages 89-93. Available under CC BY 4.0 89



focuses on how to use the results of this step for error analysis. After that, Section 5 revolves around
generating metalinguistic feedback from structured data. We then close with some concluding remarks.

2 Obtaining a correction hypothesis

As mentioned in the Introduction, our system provides feedback based on a comparison between the user
input and a corrected version of the same text. The first processing step is therefore that of obtaining
a correction hypothesis. We use this expression to emphasize the fact that every correction is based on
some interpretation of what the writer meant to express through their text. As an example, consider the
ungrammatical sentence “*This are my *contribute to the Festschrift in honor of Lars Borin”. A possible
correction is “This is my contribution to the Festschrift in honor of Lars Borin”, but the author might have
instead meant to say that they made several contributions, the proper correction thus becoming “These
are my contributions to the Festschrift in honor of Lars Borin™.

For this reason, obtaining a correction hypothesis with a GEC (Grammatical Error Correction) tool,
is, while certainly an option to take into consideration, not necessarily optimal; the results obtained with
one such tool are not guaranteed to match the learner’s intentions and can therefore be confusing. Aside
from this, the amount of GEC software available is still quite limited and performance is uneven across
languages. When it comes to Swedish, for example, both more dated software such as the hybrid rule-
based/probabilistic tool Granska (Domeij et al., 2000) and the most recent neural approaches (Nyberg,
2022) still present some weaknesses, especially when it comes to longer sentences containing several
and/or multi-token errors.

In an interactive system, an alternative solution exploiting the learner’s L1 competence is to use MT.
This approach would consist in translating the user input to the learner’s L1 (or any other language
that they selected as the instruction language) and let them adjust the result to clarify their intentions.
The resulting L1 text would then be translated back to the L2, producing a correction hypothesis that
hopefully matches the learner’s expectations. Among several translation candidates, the closest one to
the original user attempt could be selected based on a metric such as the BLEU score (Papineni et
al., 2002). The learner’s L1 being Swedish, for instance, our example sentence could be automatically
translated to “Detta dir mitt bidrag till Festschrift till Lars Borins dra”, but the user would then be given
a chance to intervene, specifying that they meant “Detta dr mina bidrag till Festschrift till Lars Borins
dra.” Two advantages of back-and-forth translation are its awareness of the learner’s intentions and its
high multilinguality, as MT tools are nowadays available for a vast amount of language pairs. Translation
errors can of course pose problems, especially in the L1-to-L.2 direction, where users cannot intervene,
but we expect this issue to be mitigated by the tendency of learner language to be relatively simple.

3 Parsing

For the morphosyntactic analysis of learner text, we propose using a UD parser, i.e. a dependency parser
outputting CoNNL-U files following the Universal Dependencies guidelines (de Marneffe et al., 2021).
As the name suggests, UD is a framework for cross-linguistically consistent grammatical annotation: the
scheme is largely identical across languages and even language-specific features are annotated following
shared principles. This significantly simplifies the task of working with several L2s, which is one of our
main ambitions. Furthermore, state-of-the-art UD parsers such as UDPipe (Straka, 2018) are remarkably
accurate, fast, open source and easy to use.

While processing correction hypotheses should therefore be unproblematic, learner language poses
significant challenges. In their systematic study of the performance of dependency parsers on learner
English, Huang et al. (2018) have shown that, while their overall accuracy stays reasonably high even
for L2 text, they are not robust to grammatical errors. The overall good scores seem in fact to occur
due to errors being sparse and learner sentences being shorter and simpler than those written by native
or otherwise highly proficient users of the same language, not to mention that the study only takes
dependency labels and Part Of Speech (POS) tags into account, thus not giving any information about
the accuracy of annotation when it comes to, for instance, incorrectly inflected items.

There have been some efforts to develop parsers specifically meant for learner language. Sakaguchi et
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al. (2017), for instance, have proposed an error-repairing architecture capable of dealing with a variety
of single-token errors. Another, perhaps more straightforward approach could be training an existing UD
parser on manually or semi-automatically annotated learner data. As we will see in Section 4, some UD-
annotated parallel learner treebanks are in fact available, but both the number of languages for which
these resources already exist and their sizes are most likely insufficient. We suggest that, in our context
of application, the parsing of learner sentences could be informed by that of the corresponding correction
hypotheses. In practice, the annotation of learner attempts could consist in postprocessing the correspond-
ing corrected sentences annotated with a standard UD parser.

4 Analyzing errors

We propose framing error analysis, which lies at the heart of our hypothetical AWE tool, as a tree com-
parison task. More specifically, this means operating on a parallel learner treebank (or, to use a term
coined in Lee et al. (2017b), an L1-L2 treebank), i.e. a dependency corpus where learner sentences are
aligned with the corresponding correction hypotheses. This format was originally designed to address
the interoperability issues arising from the coexistence of different markup styles and tagsets used for
annotating learner corpora, usually employed to retreive occurrences of particular error patterns. The
idea is to, rather than defining a universal error taxonomy, simply annotate both learner sentences and
correction hypotheses according to the UD guidelines, to then retreive errors via tree queries. In our case,
parallel learner treebanks, so far usually handcrafted (Berzak et al., 2016; Lee et al., 2017a; Di Nuovo
et al., 2019), are to be obtained via automatic parsing (see Section 3).

With an approach similar to what we have in mind, parallel learner treebanks have been used to derive
error taxonomies dynamically (Choshen et al., 2020). The method is conceptually simple: given a portion
of a learner sentence containing a grammatical error and the corresponding correction, errors are found
by selecting the parsed learner substring node closest to the root and checking whether its counterpart in
the correction has the same UD label and POS tag or not. If that is not the case, an error has been found.
Its class is defined as the ordered pair of diverging UD labels or POS tags, token additions and deletions
being a special case where the pair lacks one of its elements. Of course, in this way errors that do not
involve an UD label or a POS tag change, such as incorrectly inflected words, are left out. To address
the issue, the FEATS field of CoNNL-U files, reserved for morphological analysis, is also taken into
account and errors of this kind are labeled with the morphological feature(s) they retain. Assuming that
“This is my contribution to the Festschrift in honor of Lars Borin” is a suitable correction of “*This are
my *contribute to the Festschrift in honor of Lars Borin”, then, the first (inflection) error would be
labelled Mood=Ind|Person=3|Tense=Pres|VerbForm=Fin (dropping “are”’s Number=Plur), while
the second’s category would be VERB—NOUN.

While Choshen et al. (2020)’s work is only concerned with classification, albeit fine-grained and dy-
namic, our error analysis module is intended to output lossless representations of each error. As we will
discuss in Section 5, these are to be converted into human-readable feedback of arbitrary granularity only
at a later stage, by a separate program, which implies machine-readability as another requirement for our
data format. In addition, it seems that the simple error labeling algorithm we described, implemented
as an open source program which we unsuccessfully tried to run, discards too much of the information
available in CoNNL-U files and do not see ways for it to work effectively if not on single-token errors.

The simplest solution could be representing errors as pairs of UD subtrees representing a fragment of
the learner’s sentence and its correction, aligned with a variant of the approach proposed by Masciolini
& Ranta (2021). However, this would mean carrying additional information such as the specific word
forms used and the features that remain the same even after correction has taken place. Not only is this
superfluous for the feedback step: it also prevents us from using our data format for the task, complemen-
tary to feedback generation, of error retrival, which was Lee et al. (2017b)’s original goal with L1-L2
treebanks. A good basis for defining a better error format could be hst, the Haskell-embedded DSL (Do-
main Specific Language) used for pattern matching UD trees in gf—ud (Kolachina & Ranta, 2016; Ranta
& Kolachina, 2017)2.

2The pattern matching language documentation can be found at github.com/GrammaticalFramework/gf-ud/blob/
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5 Generating feedback

As mentioned in the introduction, automatic feedback comes in different forms. Since our hypothetical
AWE tool has the learners themselves as its intended users, we are interested in generating feedback
that they can understand and make use of to independently improve their texts and acquire new gram-
matical knowledge. In her study on the impact of corrective feedback on learner uptake, Heift (2004)
distinguishes three approaches commonly used in ICALL system: recasting, which implies showing cor-
rection hypotheses as replacement suggestions, highlighting, consisting in showing only the location
of the error(s), and providing metalinguistic feedback, i.e. giving verbal explanations of what causes a
sentence to be incorrect. While the former two do not require all of the processing steps we have so
far described, we focus on the latter, which has proven to be an especially effective way to incentivize
learners to reflect on their own errors and correct them (Heift, 2004).

In our setting, and in particular after the error analysis step, feedback generation can be seen as a data-
to-text conversion task. Crucially in a multilingual setting, metalinguistic feedback should be available
in several languages. Moreover, there should be a possibility to adjust the feedback to the learner’s
level of proficiency and/or metalinguistic awareness and, ideally, to also have the possibility to output
labels belonging to some error taxonomy, rather than extended explanations. For these reasons, we think
a CNL implemented in GF (Grammatical Framework), a well-established programming language for
multilingual grammar engineering, would be suitable for the job. In GF, grammars are composed of an
abstract syntax, playing the role of an interlingua, and one or more concrete syntaxes, capturing the
specificities of the various languages. Translating implies parsing a string in the source language to an
AST (Abstract Syntax Tree) and then linearizing it to a new string in the target language. Designed
for building multilingual applications, GF makes it relatively easy to develop semantic or application
grammars, i.e. domain-specific CNLs, by re-using rules defined by the large-scale syntactic grammars
of over 40 languages which constitute GF’s “standard library”, usually referred to as the RGL (Resource
Grammar Library) (Ranta, 2011).

Using GF, our task can become that of defining an application grammar that has the error descriptions
outputted by the error analysis module as one of the concrete syntaxes. To that, we can add an arbitrary
number of additional concrete syntaxes for verbal feedback in different languages and at different levels
of granularity, ranging from labels to exhaustive explanations. In terms of grammar engineering, this is
not a trivial task, as the definition of the abstract syntax resembles that of a novel, albeit more flexible,
error taxonomy, derived in this case from the actual errors, possibly incrementally, and not defined a
priori. An alternative path yet to be explored is trying to exploit the interoperability between UD and
GF (Kolachina & Ranta, 2016; Ranta & Kolachina, 2017): if errors are represented as (simplified) UD
subtrees, they could be automatically converted to GF ASTs, thus making the definition of a new abstract
syntax unnecessary.

6 Concluding remarks

In this work, we have expressed our interest in building a multilingual AWE tool for L2 learners. We
discussed some of the challenges associated with the task and brainstormed potential solutions. We hope
the open problems we presented, which will be the object of our future work, to have sparked the reader’s
interest in the topic.
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Abstract

Universal Dependendencies (UD) is a framework for cross-linguistically consistent morphosyn-
tactic annotation, which has to date been applied to 130 languages. Despite widespread adoption
of UD, there are a number of issues in the annotation guidelines that continue to raise debate,
such as the treatment of function words and the criteria for word segmentation. In this article, I
sketch an extension of the UD framework, which may allow these and other issues to be resolved
by offering more flexibility in the analysis of certain linguistic phenomena.

1 Introduction

Universal Dependencies (UD) is a project that develops cross-linguistically consistent morphosyntac-
tic annotation for many languages, with the goal of facilitating multilingual parser development, cross-
lingual learning, and parsing research from a language typology perspective (Nivre et al., 2016; Nivre et
al., 2020; de Marneffe et al., 2021). Since its start in 2014, the project has grown into a large community
effort with contributions from 503 researchers around the world, and the latest release (v2.10) features
228 annotated corpora representing 130 languages. In addition to their use in natural language processing
research, these resources are also increasingly being used for empirical studies in linguistic typology and
evolutionary linguistics, which indicates that there was a real need in the community for a cross-linguistic
standard for morphosyntactic annotation.

Nevertheless, questions have been raised about the appropriateness of certain design choices in UD,
and alternatives have been proposed in the literature. Most of these alternatives, however, are largely com-
patible with the overall approach of UD and differ only in the analysis of certain linguistic phenomena.
This is true, for example, of the most well-known alternative framework, Surface-Syntactic Universal
Dependencies (SUD) (Gerdes et al., 2018). This raises the question of whether it is possible to extend
UD into a framework that subsumes UD as well as a number of its proposed variants — a framework that
we might call Flexible Universal Dependencies (FUD).

In this short paper, I want to sketch one approach for realizing such a framework. The basic idea is to
extend UD representations from simple dependency trees to nested dependency graphs, where nodes are
not limited to atomic syntactic units corresponding to syntactic words but can themselves be dependency
graphs that provide compact representations of alternative structural analyses. This proposal draws on
a number of previous proposals, including the syntactic nuclei of Tesniére (1959), the bubble trees of
Kahane (1997), and the underspecified dependency representations of Schneider et al. (2013). On a more
abstract level, it can be seen as an elaboration of the notion of theory-supporting treebanks that I proposed
some twenty years ago (Nivre, 2003).

Joakim Nivre. 2022. Flexible Universal Dependencies using nested dependency graphs. In
Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and Learn — Festschrift in
honor of Lars Borin, pages 95-100. Available under CC BY 4.0 95



nsubj obl
aux Obj case
[@\\\\ nummo
they may have killed two birds with on stone

PRON AUX AUX VERB ADP NOUN ADP DET NOUN

Figure 1: Basic UD representation with limited morphological annotation.

Mo LU X N Kkbh BV
she =GEN beautiful -NLZ =NOM lose -PASS -NEG.NPST
‘Her beauty is not lost’

SUWs: | & | © | ELU | T | B | kb | n | B |
Syn.words: | & | © | U X | » | &b n A JAN
LUWs: | & | © | EL | & | AH | Kb | h | BRv |
Bunsetsu: 23 D | EU £ ”n | kb n A9 AN

Figure 2: Japanese word segmentation schemes. Illustration from Murawaki (2019).

2 Annotation principles and issues

The linguistic theory underlying UD is based on two fundamental ideas: (a) the basic syntactic units are
words; and (b) syntactic structure consists of grammatical relations between words (de Marneffe et al.,
2021). This leads naturally to an annotation scheme where sentences are segmented into words, which are
annotated with morphological information in the form of lemmas, part-of-speech tags and morphological
features, and where the syntactic annotation takes the form of a dependency tree where the nodes represent
words and the arcs represent grammatical relations. This kind of annotation is illustrated in Figure 1.!

The choice of words as basic syntactic units is motivated by the lexical integrity principle (Chomsky,
1970; Bresnan & Mchombo, 1995; Aronoff, 2007), which states that words are built out of different
structural elements and by different principles of composition than syntactic constructions, and by the
belief that a word-based model will generalize better across languages than trying to segment words
into smaller units like morphemes. However, it is well known that cross-linguistically valid criteria for
word segmentation are hard to establish (Haspelmath, 2011), and that the application of such criteria is
especially challenging for languages which do not have a tradition of marking word boundaries in the
orthography. Japanese, for example, has at least three established standards for segmentation into word-
like units — known as short unit words (SUW), long unit words (LUW) and bunsetsus — and the choice
of an appropriate standard for UD annotation has been the subject of considerable discussion (Tanaka
et al., 2016; Asahara et al., 2018; Murawaki, 2019; Han et al., 2020; Omura et al., 2021). As a result,
some UD treebanks for Japanese now exist in several versions with different word segmentation schemes.
Figure 2 illustrates the three established standards as well as a fourth one proposed by Murawaki (2019)
as a better fit to the UD notion of syntactic word.

The dependency analysis adopted in UD gives priority to relations holding between the lexical heads
of predicates, arguments and modifiers in order to maximize parallelism across languages with differ-
ent structural characteristics. Major syntactic relations therefore typically hold directly between content
words, while function words are treated as grammatical markers on content words. This is illustrated in

!Since the morphological annotation is not relevant for the discussion in this paper, I have limited it to part-of-speech tags
in Figure 1 and will suppress it completely later.
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they may have killed two birds with on stone

PRON AUX AUX VERB ADP NOUN ADP DET NOUN

Figure 3: Basic SUD representation corresponding to the UD representation in Figure 1.

Figure 1, where the nominal subject relation (nsubj) holds between the main verb killed and the subject
pronoun they, while the auxiliary verbs may and have are treated as dependents of the main verb. Sim-
ilarly, the oblique modifier relation (obl) holds between killed and the noun stone, while the numeral
one and the preposition with are both dependents of stone. The primary motivation for giving priority to
relations between content words is that they are more likely to be parallel across languages, while function
words in one language may correspond to morphological inflection or nothing at all in other languages.

Regardless of the motivation, however, the treatment of function words has turned out to be one of the
most controversial aspects of UD, as it has been perceived as incompatible with syntactic theories that
treat function words as syntactic heads (Gerdes & Kahane, 2016; Osborne & Gerdes, 2019). This has
led to the development of a sister framework to UD known as Surface-Syntactic Universal Dependencies
(SUD) (Gerdes et al., 2018), which is described by its creators as near-isomorphic to UD but which differs
in particular by treating function words as heads in the dependency structure, as illustrated in Figure 3.2

It is important to note that, despite the obvious differences, the UD and SUD representations also have
several things in common. Disregarding for the moment the use of different labels for some relations in
SUD and UD (subj vs. nsubj, comp:obj vs. obj, and mod vs. obl and nummod), the two representations
give the same analysis of the direct object construction and the numerals, and also posit a subject relation
from the verb group may have killed to they and a modifier relation from killed to the prepositional phrase
with one stone. Similarly, in the case of Japanese word segmentation variants, the syntactic representa-
tions will be identical down to the largest word units, and will differ only in that the more aggressive
segmentation variants necessitate subtrees that are absent in other variants. In both cases, we may there-
fore ask whether we can design a richer syntactic representation from which all variants can be extracted.
This is the idea of Flexible Universal Dependencies (FUD).

3 Nested dependency graphs

The extended representation proposed here is based on two ideas. The first is to relax the tree constraint
and allow general dependency graphs,? from which dependency trees can be extracted using spanning
tree algorithms familiar from the dependency parsing literature (McDonald et al., 2005). The second
idea is to allow these dependency graphs to be nested in the sense that a (smaller) dependency graph
can be a node in a (larger) dependency graph. Here is one way of formalizing these ideas, disregarding
dependency labels for the moment:

e Let S = wy,...,w, be a sentence segmented into a sequence of minimal syntactic units.
« We say that Vs = {wy, ..., wy} is the set of elementary nodes for S.
* A nested dependency graph for S is a directed graph G = (U, A), where every element of U is either
1. an elementary node v € Vg, or
2. anested dependency graph for a (proper) subsequence S’ of S with elementary node set Vg
such that U exactly covers S.
2SUD differs from UD not only in the treatment of function words, but we will concentrate on this difference here.

3The tree constraint in UD only holds for the basic syntactic representations; there is also an enhanced representation, which
is graph-structured and encodes implicit syntactic relations, which does not concern us here.
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Figure 4: Flexible UD representation with nested dependency graphs.

» We say that a node set U exactly covers S if every elementary node v € Vg occurs exactly once in
U or (recursively) in one of its graph-structured nodes.

The notion of a nested dependency graph is probably best explained through an example. Figure 4 shows
a nested dependency graph for the sentence from Figure 1 and Figure 3. The top-level dependency
graph has two nodes, the elementary node they and a graph node covering the rest of the sentence. That
graph in turn has two elementary nodes (may, have) and one graph node, and so on. In order to extract
an ordinary dependency tree from this representation, we need to extract a rooted directed spanning
tree from each (nested) dependency graph. For the largest subgraph, we may pick the spanning tree
marked in blue, corresponding to a UD analysis, or the spanning tree marked in red, corresponding to
an SUD analysis. For the next smaller graph, there is only one spanning tree, which is common to both
frameworks, and for the smallest graph we can again choose between a UD (blue) or SUD (red) analysis.
If sentences are annotated with nested dependency graphs in this way, we can thus extract different styles
of analysis by assigning different weights to the arcs and use a maximum spanning tree algorithm. To
handle different word segmentation schemes, as in the Japanese example above, we instead have to choose
between extracting a spanning tree and collapsing a subgraph covering a potential word unit into a single
node.

4 Conclusion

In this paper, we have sketched a possible extension of the UD framework for syntactic annotation, which
allows different variants of the annotation schemes to be extracted from the same compact representations.
‘We have shown how this approach can be used to accommodate the different treatments of function words
in UD and SUD, as well as different word segmentation schemes in languages like Japanese. We believe
that it can also be used to resolve other issues in UD annotation, such as the analysis of (fixed) multiword
expressions and coordination, but that remains outside the scope of the paper. Needless to say, this simple
idea needs to be worked out in much more detail before it can be seriously considered for inclusion in UD,
but we hope that it can at least inspire others to think about ways to add more flexibility to the framework.
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Abstract

This paper considers the frame-to-frame relation Perspective_on in FrameNet, addressing its
importance for both Frame Semantics and Construction Grammar. Perspective_on highlights the
extent to which the continuum of lexicon and grammar is crucial for both theories. Developers
of frame-based lexical resources (Borin et al., 2010; Dannélls et al., 2021) and Constructicons,
i.e., repositories of grammatical constructions built on the principles of Construction Grammar
(Fillmore, 1988) have only begun to address this issue.

1 Introduction

FrameNet (Ruppenhofer et al., 2016), a research and resource development project grounded in the theory
of Frame Semantics (Fillmore, 1982; Fillmore, 1985), provides information about the mapping between
form and meaning in English. The organizing theoretical construct of FrameNet (FN) is the semantic
frame, i.e., a schematic representation of some scene, whose frame elements (FEs), or semantic roles,
identify participants and other conceptual entities in the scene that a sentence or an utterance describes.
Aside from the semantic information that a frame captures, FN links frames in its hierarchy with frame-
to-frame relations, including (among others) Perspective_on.

This paper considers the frame-to-frame relation Perspective_on in FrameNet, addressing its impor-
tance for both Frame Semantics and Construction Grammar. Perspective_on highlights the extent to
which the continuum of lexicon and grammar is crucial for both theories. Developers of frame-based
lexical resources (e.g., Borin et al. (2010), Dannélls et al. (2021)) and Constructicons, i.e., repositories of
grammatical constructions built on the principles of Construction Grammar (Fillmore, 1988) have only
begun to address this issue.!

2 Background to FrameNet and the FrameNet Constructicon

2.1 FrameNet

FrameNet is a unique knowledge base that maps meaning to form through the theory of Frame Seman-
tics (Fillmore, 1982; Fillmore, 1985). The FrameNet database includes frame descriptions for over 1,200
semantic frames, also understood as script-like structures that provide background knowledge for the use
and understanding of words in (a) language and facilitate inferencing about participants and events, more
than 13,000 lexical units (LU), each of which is a lexical construction, and nearly 200K manually anno-
tated sentences in Frame Semantic terms. Moreover, FrameNet captures additional semantic information
about relations between frames with a set of frame-to-frame relations.

Aside from the significance of the intellectual accomplishment, FrameNet data serve as training data
for downstream natural language processing applications, such as question-answering, event tracking,
and information extraction, to name but a few.

A very early version of this paper was presented at the International Construction Grammar Conference (ICCG-8) in

Osnabrueck, 2014. Space limitations preclude the inclusion of the entire presentation, although the authors intend to expand on
the current work in the future.

Miriam R.L. Petruck and Alexander Ziem. 2022. Perspective_on: Semantic relations for frames
and constructions. In Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and
Learn — Festschrift in honor of Lars Borin, pages 101-105. Available under CC BY 4.0 101



Relation Super_frame Sub_frame

Inheritance Parent Child
Subframes Complex Component
Precedes Earlier Later

Using Parent Child
Perspective_on Neutral Perspectivized
See_also Main Entry Referring Entry
Metaphor Source Target
Inchoative_of Inchoative State
Causative_of Causative Inchoative/State

Table 1: Frame-to-Frame relations in FrameNet

2.2 The FrameNet Constructicon

A constructicon is a structured repository of grammatical constructions, interrelated as a (mostly) tax-
onomic network linking the most general of constructions (as in a family of constructions) to its most
specific type (Diessel, 2019). A complete constructicon (for a single language) would include the full
range of construction types, from highly schematic non-lexical constructions to meaningful argument-
structure constructions, as well as partly idiomatic constructions, complex words, and even morphemes.

The FrameNet Constructicon holds approximately 75 constructions, with detailed information about
the kinds of linguistic material that can occur in specifiable positions within each construction, as well
as those positions within which said construction may occur (Fillmore et al., 2012). Thus, developers
of the FrameNet Constructicon first identified and defined constructions, along with their construction
elements, then analyzed and labeled constructs that illustrate each construction. For example, consider
the be_recip construction, examples of which appear below, where example 1 is the asymmetrical version
of the construction and example 2 is the symmetrical version.

1. I know that [Chuck INDIVIDUAL_1] is friends [with Paul INDIVIDUAL_2].
2. I know that [Chuck and Paul INDIVIDUALS] are friends.

In this construction the head noun, which is used as a predicate must be a term that denotes a reciprocal
relationship, e.g., partners, coworkers, etc. and that the with-prepositional phrase in example 1 is not
predictable. Simplifying matters for the current purposes, example 1 shows the construction elements
INDIVIDUAL_1 and INDIVIDUAL_2, while example 2 shows the construction element INDIVIDUALS.

In addition, the construction evokes the Reciprocality frame, which FN has characterized as states-
of-affairs with Protagonists in relations with each other that may be viewed symmetrically. When these
frame elements are equally prominent, each equally serving to identify the other, they manifest together
as PROTAGONISTS. When one of them defines the other (similar to a Ground), it is PROTAGONIST_2,
with the other called PROTAGONIST_I (i.e., the Figure).?

3 Frame-to-Frame relations in FrameNet

The so-called FrameNet hierarchy? links frames through nine frame-to-frame semantic relationships,
which Table 1 displays.*

Ruppenhofer et al. (2016) defines, explains, and illustrates all of FN’s frame-to-frame relations;> here
we focus exclusively on Perspective_on. This frame-to-frame relationship assumes the existence of a
neutral parent frame and two child frames, each providing a different point of view on the neutral parent

2See Lee-Goldman & Petruck (2018) for a detailed description of this construction.

3Structurally, the FrameNet hierarchy is most similar to a lattice. See Valverde-Albacete (2005) for further information.

4For expediency, FrameNet represents Inchoative_of and Causitive_of as frame-to-frame relations, not lexical relations
(which they are). See Petruck et al. (2004).

SLimitations of space preclude presenting and illustrating all of the frame-to-frame relations listed in Table 1. See Ruppen-
hofer et al. (2016, p. 79-85) for discussion of all of FN’s semantic relations.
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Employment_start Employment_continue Employment_end
Hiring @ @ Get_a_job Being_employed @

Current Frame:
Employment start

Figure 1: Employment_start

unperspectivized frame. For example, consider the Employment_start, parent frame, two of whose
children are Hiring and Get_a_job, where the former provides the EMPLOYER’s point of view and the
latter provides that of the EMPLOYEE. ©

Using FrameGrapher, FN’s visualization tool, Figure 1 depicts the Employment_start frame along
with several related frames, including Hiring and Get_a_job, each related via Perspective_on to its
parent (displayed with pink arrows).

4 Perspective_on as a relation between constructions

The understanding that Perspective_on relates frames in the FN hierarchy to each other when those
frames capture two points of view (or perspectives) allows exploiting the relation to capture semantic
relations between constructions, not only between frames.

Consider the correlation between active and passive, as in example 3 and 4, respectively, where the
passive 4 shifts the point of view from the SELLER, Chuck, to the GOODS, the car.

3. I know that [Chuck SELLER] sold [the car GOODS] for $1000.
4. Tknow that [the car GOODS] was sold [by Chuck SELLER] for $1000.

Much the way Perspective_on profiles an event on the lexical level in the FrameNet lexicon, so too
does the relation operate on the level of constructions, thus also hinting at the similarity between lexical
and grammatical constructions.

Perspective_on is also useful for relating constructions that involve multiple affected entities, as in
the Double_object construction. Consider examples 5 and 6, where the two versions of that construction
make use of the same frame elements, namely BUYER and GOODS, in different syntactic realizations.
The syntactic realization of the BUYER in a PP-to phrase changes the semantic profiling in the sentence
from BUYER, Jerry, to the GOODS, car.

5. Chuck sold [Jerry BUYER] [the car GOODS] for $1000.
6. Chuck sold [the car GOODS] [to Jerry BUYER] for $1000.

The data in examples 5 and 6 demonstrate the usefulness of the frame-to-frame relation Perspective_on
for semantic profiling. More generally, the two sets of examples (3 and 4 along with 5 and 6), also suggest
that the utility of Perspective_on as a relation between constructions is not limited to just one (type of)
construction.

5 Related work

Not surprisingly, developers of FrameNet resources and Constructicons have addressed the issues of (1)
the relationships between constructions and frames, as well as (2) the relationships between construc-
tions. This section briefly discusses some of the most immediately relevant works (presenting them in
chronological order of their publication).

OThis example derives from (Ruppenhofer et al., 2016, p. 9).
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In an effort to control the connections between frames and constructions in the FrameNet Brasil
database, Torrent et al. (2014) outlined policies for the annotation of constructions, specifically for the
identification and labeling of construction elements, in the Brazilian Portugese Constructicon. The mo-
tivation behind these policies includes remaining faithful to the principles of Frame Semantics and Con-
struction Grammar. Additionally, adopting and implementing the policies recognize the continuum of
lexicon and grammar (Fillmore, 2008). Although the work focused on relations between construction
elements and frame elements, it also drew attention to families of constructions, which necessarily
requires the analyst to consider the relations between (or among) members of one such family.

Somewhat similarly, Ohara (2018) also addressed relations between frames and constructions in the
Japanese FrameNet Constructicon, albeit from a different perspective from that of Torrent et al. (2014),
where the latter concerned annotation practices for using a combined tool that facilitates work on both
frames and constructions. Ohara (2018) concerns distinguishing between (1) frame-based description and
annotation of semantico-syntactic structures of lexical units (and multiword expressions that FrameNet
has defined as such) and (2) constructicon annotation for describing the internal and external syntax and
semantics of linguistic objects having complex structures. Importantly, this work introduces a frame-
based classification of constructions, which developers of constructicons might employ to facilitate de-
termining relations between (or among) constructions.

In developing the German Constructicon (https://gsw.phil.hhu.de/constructicon/), Boas & Ziem (2018)
took a contrastive approach and considered German constructions in relation to their English analogs.
One goal of the work was to leverage existing construction entries in the FrameNet Constructicon for
English (Fillmore et al., 2012) to develop the German Constructicon. That goal required defining and
exploiting the notion of a continuum of constructional correspondence. The work is more about relations
between constructions across two genetically related, yet typologically distinct languages (at least in
terms of the morphology and the syntax of each language, as Kastovsky (2011) suggests), than it is
about semantic relations between constructions within a single language, namely German. Nonetheless,
the developers of the German Constructicon clearly know about relations between constructions in a
constructicon. As such, even if only by implication, in directing the reader’s attention to correspondences,
Boas & Ziem (2018) also asks the reader to attend to semantic relations between constructions in the
German Constructicon effort (Ziem et al., 2019).

While the above briefly described works do not address relations between constructions directly
within a single constructicon, they strongly suggest that the extended community of frame-based and
construction-based resource developers is aware of the necessity of addressing relations between con-
structions. Perhaps, the next round of development in building constructicons will include attention to
that necessity.

6 Concluding remarks

The structured event formalism for representing FrameNets informal descriptions in Chang et al. (2002)
also offered a way of handling linguistic focus, which FrameNet has implemented with the semantic
relation Perspective_on. Building on that insight, this paper addressed the application of one frame-to-
frame relation for describing semantic relations between constructions, also in constructicons in general.

Aside from the relatively recent work that addresses relations between frames and constructions in
the context of constructicon development, this paper also suggests that Construction Grammarians more
generally (not just those involved in constructicon development) might investigate existing frame-to-
frame relations for relating different types of constructions, beyond that of Inheritance, which Fillmore
(1999) already identified as playing an important role in Construction Grammar.
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Abstract

We summarize recent advances in Natural Language Processing applied to topics related to the
educational domain based on the latest publications from a major conference in the field. The
three topics we touch upon include feedback, difficulty assessment and question generation.

1 Introduction

The 60th Annual Meeting of the Association for Computational Linguistics (ACL) and the co-located
workshops, held in May 2022, included a number of articles applying Natural Language Processing
(NLP) to the educational domain. Most of these studies are centered around three topics: feedback, dif-
ficulty rating and question generation. In the following three sections, we provide an overview of the
relevant articles, which all target English language data, except for two studies involving German re-
sources. We do not include a separate, more in-depth discussion on recent research published at work-
shops dedicated to educational NLP topics since the interested readers can find relevant papers more
easily in those proceedings compared to the broad and vast body of research published at more generic
NLP conferences.

2 Feedback

In the past years, there has been an increasing focus on developing automated assessment systems pro-
viding explainable and understandable feedback that goes beyond a mere correct-incorrect response, the
need for which has been, in fact, emphasized also in previous work (Deeva et al., 2021). Filighera et al.
(2022) took a step in this direction by creating a dataset of content-focused elaborated feedback for an
automatic short answer grading system. The dataset consists of (i) learner responses; (ii) the reference
answers; (iii) a score and (iv) detailed feedback explaining that score. The dataset contains more than
2000 responses in both German and English to 8 and 22 different questions respectively within the topic
of a college-level communication networks course. The authors included also baselines created by fine-
tuning a TS Transformer language model (Raffel et al., 2020) on their dataset. They found that these
baselines improve on a majority baseline, but still perform considerably more poorly than humans. How-
ever, they also pointed out that measures such as BLEU and ROUGE fail to capture content similarity
between manual and automatic feedback.

Kaneko et al. (2022) proposed an example-based Grammatical Error Correction (GEC) system, which
uses retrieved example sentences for both generating more accurate corrections compared to traditional
GEC systems, and for providing an explanation to language learners about their errors. For each error,
a pair of correct and incorrect sentences similar to the original, learner-written sentence, is shown by
the system. These serve as a kind of indirect explanation to learners about why their sentence might
be incorrect. The authors conducted also a user study where they found that providing language learners
with examples helped them to decide whether to accept or refuse the automatically suggested corrections.

I1diké Pilan. 2022. Natural language processing for educational applications: Recent advances.
In Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and Learn — Festschrift
in honor of Lars Borin, pages 107-109. Available under CC BY 4.0 107



3 Difficulty

Research on readability and difficulty in general, especially targeting English, seems to have somewhat
decreased in recent years, but we can still find a few examples in this directions.

Steinmetz & Harbusch (2022) presented EasyTalk, an interactive support system for German-speaking
low-literate users with intellectual or developmental disabilities. The system helps users write coherent
and correct text suitable for their proficiency level. Words can be supplemented with symbols and users
are reminded to complement their texts with information covering wh-questions as well as conjunctions
improving coherence. The authors have also conducted a small case study with low-literate users where
they investigated writing behaviour with eye-tracking recordings and found that participants used most
parts of the system for redacting, but to a minor extent for adding connectors.

It it worth noting that there is a growing interest in writing assistants in the broader educational tech-
nology community, including NLP. In fact, at ACL 2022, a whole workshop was dedicated to the topic
of writing assistants!, where the above mentioned study was also published. The workshop aimed to
be a meeting place for researchers in NLP, human-computer interaction as well as writers and industry
practitioners. Dialogue among representatives with such a broad set of expertise has a good potential to
spark research in the area that is relevant for user needs.

Another set of experiments related to difficulty but of materials presented to learners, not written
by them is described in Byrd & Srivastava (2022), who investigated predicting the difficulty of natural
language questions based on a question answering (QA) dataset (HotPotQA) and Item Response Theory
(IRT). The advantage of this psycometric tool is that it defines difficulty in a straightforward manner,
namely having a 50% chance of answering a question correctly. To simulate a variety of responses for
their study, the authors created an artificial crowd by training a QA model with varying amounts of data
and epochs. Questions were of a variety of topic (e.g. entertainment, biology) and type (yes/no, wh-
questions). The experiments showed that yes/no questions had a more consistent difficulty level. Textual
features were also correlated to difficulty with different non-neural models, which showed that commas
and complex words were among the most important features for determining question difficulty. Such
automatic question difficulty assessment enables the development of question generation systems where
a desired difficulty level can be specified.

4 Question generation

The third educational NLP theme at ACL 2022 centered around the automatic generation of questions.
Ghanem et al. (2022) present a novel question generation dataset and system generating inferential ques-
tions targeting specific comprehension skill types. Compared to extractive questions, which has been the
focus of previous work (Murakhovs’ka et al., 2022), inferential questions measure better learner under-
standing. The authors created and released a dataset annotated with story-based reading comprehension
skills that makes it possible to train systems able to generate questions with explicit control for such
skills. The dataset contains 726 children’s stories and is annotated for the following skill types: Basic
Story Elements, Character Traits, Close Reading, Figurative Language, Inferring, Predicting, Summariz-
ing, Visualizing and Vocabulary. Each type has an average of ca. 5 question-answer pairs per story.

Another interesting study explores the use of summaries for alleviating a major problem in reading
comprehension question generation, namely irrelevant or un-interpretable questions (Dugan et al., 2022).
Instead of the original text, the authors experimented with providing a T5-based question generation
model with human-written summaries. The passages used were chapters from a well-known NLP hand-
book. Their results indicated that the 3 annotators participating in the evaluation accepted a considerably
higher proportion of questions generated by their method than relying only on the original textbook text
passages themselves. Questions were also more relevant and interpretable without a larger context. In the
lack of human-written summaries, using automatic summaries still led to improved question generation
in the experiments presented.

"mttps://in2writing.glitch.me/
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5 Conclusion

As the studies presented above show, recent research in educational NLP has been branching out to areas
and tasks which remained less explored previously, such as question generation and feedback. However,
they mostly focus on English as a target language, which in part is most likely due to the availability of
more resources both as unannotated data for pre-training the most recent transformer models, as well as
datasets annotated for specific tasks.

Some studies also included human evaluations which, understandably, remained somewhat limited in
size. They represent, nonetheless, an important step towards understanding better the performance and
the usability of the proposed systems, a much needed aspect in the educational domain.
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Abstract

The current avalanche of fake scientific papers appearing on respected websites such as
snarXiv.org has become of much concern for researchers. After concluding that existing methods
for distinguishing between real and fake scientific papers leave much to be desired, we have de-
veloped the Latent Algorithm for Recursive Search for this purpose. Our proposed method is not
only able to identify fake scientific papers with extremely high accuracy, but can also automati-
cally retract the identified papers.

1 Introduction
e Intrinsic Structure Reduction for Reversing Sentiment in Investigative Journalism,
* SELMA: A Novel Approach to Assessing the Novelty of Novels, and

* Understanding Universal Undercurrents in Unappreciated Unions — a Semantic Understudy.

These are just some of the titles behind which blatantly fake papers hide, purporting to be scientific, but
in essence offering nothing of essence. Some might be automatically generated, some created by internet
trolls for a laugh and a half, and some carefully constructed to cause chaos in the community.

Inspired by computational models of hide-and-seek, such as Latent Dirichlet Allocation, Latent Se-
mantic Analysis and Latent Discriminant Analysis, we have developed a novel state-of-the-art algorithm
to address this growing problem. Our Latent Algorithm for Recursive Search (LARS) has proven itself
capable of detecting even the fakest papers. In the following sections, we describe how and why this is
possible, detailing the inner workings of LARS, and presenting the results in comparison to other recent
advances.

2 Related work

With the widespread appearance of false information following the onset of the COVID-19 pandemic,
much research has been devoted to identifying false information on several media outlets. One of the
biggest issues we face is that humans are not good at detecting misinformation, with even experts picking
falling for both fake news,' and academic papers.?

One of the tasks that has grown in recent years is that of fake news detection. Oshikawa et al. (2020)
note in their survey that most datasets tend to be relatively small due to the need to obtain fact-checked
articles. This leads to most papers dealing with a simple binary classification task.

While the field of detecting fake academic articles has not received much attention yet, there have
been some recent attention brought to them since the groundbreaking work of Baldassarre (2020). This

! https://www.thedailybeast.com/fooled-by-the-onion-9-most-embarrassing-fails
Zhttps://www.sciencealert.com/cultural-studies-sokal-squared-hoax-20-fake-papers

Stian Redven-Eide and Ricardo Mufioz Sanchez. 2022. Detecting fake papers with the latent
algorithm for recursive search. In Volodina, Dannélls, Berdicevskis, Forsberg and Virk (edi-
tors), Live and Learn — Festschrift in honor of Lars Borin, pages 111-113. Available under
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paper notes how important it is to have a good peer-reviewing system, to check for the veracity of the
data, and to go through the cited literature. It further notes how these processes can break down, leading
to non-serious papers being accepted into otherwise academic outlets.

Two of the more interesting approaches of late are the FFF-method, as proposed by Borrs et al. (2022),
and the Agreeable Knowledge algorithm, developed by Larn et al. (2022). What both of these have in
common, and that which we have found it sound to rely on, is a simultaneously holistic and recursive un-
derstanding of the nature of scientific publishing: The assumption that any given scientific paper attempts
to replicate itself through self-absorption, as well as insert itself into as many other papers as possible.
We call this the Vital Viral Vector (VVV).

3 Methodology

In order to exploit the VVV for LARS, its direction in the scientiverse must first be established. This
is achieved by finding the non-trivial zeros in the following function, where x is a representation of our
document:
— 1
Clx) = = s
Once we have the vector of all non-trivial zeros of the previous equation (the VVV embedding), we
insert it into a recursive matrix, where the endpoints consist of the matrix itself. We then backpropagate
by finding the eigenvalues of the space of non-real papers. Essentially, if D is the domain where all
interesting and novel papers can be found and B is the boundary where papers become false, we define
its Euler-Lagrange equations as follows:

¢(VVV) = lim -vvvie

1
b0 [BVVVV
0l0]= [ p(X)Vy-Voa(x)oax + [ o(5)9%ds

Lastly, we apply a latency filter that separates true and false upon dimensionality reduction. This can
be done by integrating the hyperbolic Riemannian representation of the filter

[0(Q))? = 4[p(Q)) — 8242(Q) — g3
This is most easily done by finding g;, g2, and g3 such that g? + g% = g% and applying a logistic
regression to (Q).
We now have the final score, signifying the trueness and/or thruthiness of the scrutinised paper. The
only step left is retraction, which is done through undetected infiltration of the infected papers — taking
it down from the inside, so to speak.

4 Evaluation

For four different datasets, we ran LARS as well as the two most prominent alternative methods, FFF
(Borrs et al., 2022) and FAKE (Larn et al., 2022), the results of which are available in Table 2. The
datasets we used are part of the shared task Fake Methods for Finding Fake Papers, which took place att
BCL in 2021 (Borscht & Goulash, 2021). These are detailed in Table 1. All our results are, as you can
see, much better than those provided by other methods.? If you look closely at the F1-scores, you will
see that the result for snarXiv is 1.01. The reason for this is that this paper, the one you are reading, was
implicitly (and latently) included into the test set upon running the algorithm, and successfully identified
as well.

3At least the ones we tested.
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Dataset Genre Documents Tokens

Onion-stories News 1,742,009 1,742,010
Old York Times  Olds 34 34,000,000
Borin-collection  Scientific papers 9,999 9,999,999
snarXiv.org Unscientific papers 4,321 1,234,567

Table 1: Datasets from the shared task.

Method Onion OYT Borin snarXiv
FFF 0.73 0.77  0.80 0.71
FAKE 0.79 0.78 0.79 0.77
LARS 0.99 099 1.00 1.01

Table 2: Fl-scores for fake paper detection.

4.1 Recursive testing

An unfortunate side-effect of LARS is that it automatically evaluates any paper in which it is mentioned.
The result of that evaluation is then inserted into that paper as a subsection named Recursive Testing. The
likelihood that this paper is as fake as the articles it set out to scrutinise is 97.8%.

5 Conclusion and future work

As we can see, this paper is as fake as they come. However, considering the humorous nature of its nature,
we, naturally, regard this as entirely natural.
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Abstract

The paper discusses the status of lexical-semantic language resources in the era of statistical
language models. We argue that a lot of essential background information about culture, society
and the surrounding world is available via these resources; information which cannot be deduced
from text alone, but which is crucial for language interpretation. We describe the Danish scena-
rio and describe the series of resources that have been compiled for Danish in a joint venture
between lexicographers and NLP researchers. For two decades, three such resources have been
developed (a wordnet, a framenet and a sentiment lexicon), all with identifier links to the same
sense inventory, namely that of Den Danske Ordbog. We also present a new resource, the COR
lexicon, which draws on these existing lexical resources but attempts to create an easy-to-use,
joint semantic lexicon for Al developers which has a more coarse-grained sense inventory and
a core set of semantic information types. Finally, we argue that lexical semantic resources for
NLP should ideally be integrated as part of a larger lexicographical infrastructure with the aim
of easing future scaling and maintenance.

1 Leksikalske sprogressourcer og sprogmodeller

Leksikalske sprogressourcer der beskriver ordenes betydning og rolle fra forskellige perspektiver, har
veret centrale byggesten i mange sprogteknologiske applikationer igennem de seneste tiar. De har imid-
lertid ogsa udgjort flaskehalsen i mange systemer fordi vi har haft vanskeligt ved at opna tilstrekkelig
dekningsgrad og tilstraekkelig konsistens til at de smidigt kunne indgé i interaktion med fx formelle
grammatiker, eller senere, med statistiske sprogmodeller.

Uafladeligt har vi mattet falde tilbage pa teknikker der pa bedste beskub kan handtere sakaldte out-
of-vocabulary (OOV)-problematikker, altsa at et givent ord ikke er beskrevet i ressourcen. Det skyldes
dels at ordforradet i et sprog hele tiden udvikler sig, og at en del ord, is@r de sammensatte, ofte skabes
dynamisk pa stedet i specifikke kontekster. Men det skyldes ogsa i nok sa hgj grad at sprogressourcer til
NLP ofte er blevet udviklet en anelse stedmoderligt og uden for de leksikografiske miljger, dvs. uden den
reelle leksikografiske faglighed og det setup som er ngdvendigt for at kunne udvikle og vedligeholde en
solid og konsistent leksikalsk ressource.

Vi argumenterer for at leksikalsk-semantiske ressourcer fortsat bgr spille en central rolle i NLP, ogsa i
en tid hvor neurale sprogmodeller har bragt os langt med ren tekststatistik. De leksikalske ressourcer kan

Bolette Sandford Pedersen, Sanni Nimb and Sussi Olsen. 2022. Leksikalsk-semantiske spro-
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noget vigtigt, og de rummer noget viden som vi ikke kan eller bgr undvere i vores sprogteknologiske
tjenester, som helst skal vare inkluderende og tillidsskabende for alle.

Der er neppe nogen tvivl om at sprogmodeller ogsa fremover vil vere biased i forhold til de tekster
de baseres pa, og at tekster i gvrigt ikke rummer den viden om sproget og verden som er ngdvendig hvis
NLP skal kunne levere en dybere og mere praktisk anvendelig sprogforstaelse (Bender et al., 2021).

Et velkendt og illustrativt eksempel er black sheep-problematikken (cf. Van Durme (2009)) som be-
skriver det problem der opstar hvis vi spgrger en statistisk sprogmodel hvilken farve et far har. Her far
vi for de fleste sprog svaret sort. Dette selv om vi alle ved at det sorte far er undtagelsen der bekrafter
reglen om at far som de er flest, er hvide eller gra.

Det er precis baggrundsviden af denne type som de leksikalsk-semantiske ressourcer beskriver, og
derfor er de vigtige at inddrage.! Selv om der sorte fir er en metafor, typisk for mennesker der ikke
folger den slagne vej, er eksemplet i al sin enkelthed godt fordi det illustrerer hvad vi skriver om, set
relativt til den verden som agerer baggrund for det vi skriver om. Den mest selvfglgelige baggrundsvi-
den er med andre ofte ikke eksplicit i teksten, og derfor har de statistiske sprogmodeller svart ved at
indfange den. Dette skaber problemer i mange sammenhange hvor statistiske sprogmodeller anvendes
til sprogforstéelse, parallelt med at der ogsa ses et overraskende tungt bias mod fx demografiske stereoty-
per og kgnsstereotyper i state-of-the-art sprogmodeller. Sidstn@vnte problemstilling er i hgj grad blevet
adresseret i flere nyere videnskabelige artikler (se fx Kurita et al. (2019) og S6lmundsdéttir et al. (2022)
for kgnsbias i maskinoversettelse og NLP mere generelt) og i pressen fordi problemet med sidanne bias
er sa abenlyst.

Den anden problematik med manglende baggrundsviden fremstar derimod endnu ikke sa tydeligt, men
er maske nok sa alvorlig. Ordbggerne med deres semantiske beskrivelser deekker selvfglgelig ikke denne
baggrundsviden alene, men de udggr en vigtig brik i det samlede billede.?

Udover at argumentere for at de neurale sprogmodeller bgr beriges med mere basal baggrundsviden, ar-
gumenterer vi ogsa for hvorfor leksikalske-semantiske ressourcer ikke bgr udvikles isoleret fra et sprogs
gvrige leksikografiske virke men derimod bgr ses som en naturlig del af eller “spinn-off” pa den leksiko-
grafiske virksomhed der i gvrigt foregar i et givent sprogmiljg.

Det store samarbejdsprojektet ELEXIS (Krek et al. (2018); https://elex.is/), som vi afsluttede i 2022,
har kun bekraftet denne tilgang. Projektet er lykkedes med at skabe en kobling mellem de leksikogra-
fiske miljger og udvalgte NLP-miljger i Europa og har arbejdet henimod at dbne og standardisere de
“traditionelle” ordbgger sadan at de informationer de rummer, i hgjere grad kan komme i spil i NLP.
Selv om de intellektuelle rettigheder i de leksikografiske miljger stadig vanskeligggr fuld udnyttelse af
ordbgger til NLP, er dette et vigtigt skridt pa vejen.

Nedenfor opsummerer vi vores eget arbejde med leksikalsk-semantiske sprogressourcer som det har
udviklet sig henover de seneste to artier, se ogsa Pedersen et al. (2021). Det drejer sig i essensen om det
danske WordNet, DanNet, det Danske FrameNet og det Danske Sentimentleksikon. Alle er udviklet med
fast base i Den Danske Ordbogs betydningsinventar og beskaftiger sig med hhv. det paradagmatiske, det
syntagmatiske og det konnotative perspektiv af ordenes betydning. Endelig beskriver vi hvordan vi i et
nyligt igangsat ordbogsprojekt for kunstig intelligens samler de vasentligste oplysningstyper fra de tre
ressourcer i et samlet Centralt OrdRegister for Dansh (COR).3

Det er vigtigt for os i denne sammenhzng at nevne at kollegers arbejde ved Sprakbanken og pa
de tilsvarende svenske semantiske ressourcer som SALDO-ordbogen, det Svenske FrameNet og den
svenske sentimentordbog SenSALDO gennem arene har veret en stor inspiration for vores arbejde. Det
har veeret interessant at se hvordan man har grebet arbejdet an ved Sprakbanken, og hvordan man har
fordelt indsatsen med at styrke det tilsvarende svenske sprogomrade pa NLP-omradet.

'Den Danske Ordbog og DanNet har fx fglgende definition pa far: mellemstor drovtygger med meget kraftig, oftest hvidlig
uldpels.

2Encyklopadisk viden udggr en anden dimension af vasentlig baggrundsviden om end gransedragningen mellem det se-
mantiske og det encyklopadiske ikke altid er lige klar.

3Dette igangvaerende projekt finansieres af Digitaliseringsstyrelsen som en del af en satsning p4 kunstig intelligens i Dan-
mark.
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2 Et sat af danske leksikalsk-semantiske ressourcer med fast forankring i Den Danske
Ordbog

2.1 DanNet

Samarbejdet mellem et leksikografisk og et sprogteknologisk miljg i Danmark blev grundlagt i nuller-
ne med igangsattelse af DanNet-projektet (Pedersen et al., 2009). I dette projekt arbejdede Center for
Sprogteknologi (CST) ved Kgbenhavns Universitet og Det Danske Sprog- og Litteraturselskab (DSL)
sammen om at udvikle et omfattende dansk wordnet baseret pa Den Danske Ordbogs (DDO) definitio-
ner. Genus proximum i DDO, der i forvejen var identificeret i ordbogs-manuskriptet, blev aksen hvorom
et ordnetvaerk kunne genereres semiautomatisk og derefter justeres af sprogteknologer og leksikografer.
Ressourcen rummer i dag knap 70.000 begreber organiseret i synsets, som er forsynet med bl.a. onto-
logiske typer og overbegreber. Samlet set rummer ressourcen mere end 300.000 indbyrdes semantiske
relationer, og den udvides lgbende med flere betydninger.

2.2 Begrebsordbog

Erfaringerne med at udarbejde et wordnet pa basis af DDO var afggrende for tilblivelsen af den senere
danske tesaurus, kaldet Den Danske Begrebsordbog (Begrebsordbogen), der blev skrevet i arene 2010-
2015 pa DSL. I Begrebsordbogen tildeles betydningerne i DanNet yderligere en emnebetegnelse, og
begreber listes i semantisk rekkefglge, opdelt i grupper af synonymer og n@rsynonymer der indledes af
et nggleord, ofte et overbegreb. Samtidig blev flere DDO-lemmaer og -betydninger tilfgjet sa op mod
95 % af DDO er representeret. Med Begrebsordbogens ferdigggrelse abnede der sig en rekke nye
muligheder for at sammenkoble onomasiologiske og semasiologiske leksikalske oplysninger fra de tre
ressourcer: et WordNet, en ordbog og en tesaurus.

2.3 Det Danske FrameNet-leksikon

De tematiske oplysninger og semantiske undergrupper i Begrebsordbogen blev kombineret med DDOs
valensmgnstre. Disse data dannede grundlag for udarbejdelsen af et dansk framenet-leksikon med fokus
pa verbalbetydninger. Da Begrebsordbogen bade beskriver kollokationer fra den korpusbaserede DDO
og ofte tildeler mere end ét tematisk afsnit til den enkelte verbalbetydning (dvs. beskriver betydnin-
ger anskuet fra forskellige vinkler), udgjorde datamaterialet et velegnet grundlag for tildeling af mulige
frame-vardier fra den internationale standard Berkeley FrameNet til de enkelte ordbetydninger, igen med
bevarelse af id-numrene fra DDO.

Ud fra Begrebsordbogens kapitler kunne overordnede kategorier, fx alle verber og verbalsubstanti-
ver der omhandler kommunikation, behandles i samme ombering sa inventaret af mulige frames blev
overskueligt. Leksikonet er tenkt som leksikografisk hjelp til semantisk ramme- og rolleopmarkning af
danske tekster, men giver i sig selv verdifuld formaliseret semantisk information om de enkelte ordbe-
tydninger (Nimb et al., 2017; Nimb, 2018).

2.4 Den Danske Sentimentlexikon

Inspireret af SenSALDOS sentimentleksikon (Rouces et al., 2018a; Rouces et al., 2018b) blev der ogsa
udarbejdet et sentimentleksikon ud fra Begrebsordbogens afsnitsopdeling. I afsnit hvor ordene sa ud til at
have inharent polaritet baseret pa afsnitsbetegnelsen, blev disse automatisk opmerket med hhv. positiv
og/eller negativ polaritet. Ud af Begrebsordbogens 888 afsnit drejede det sig om 122 negative afsnit, fx
“Tristhed”, 80 positive afsnit, fx “Beundre”, samt 12 afsnit hvor polariteten var uklar, fx “Omdgmme”.
De automatisk opmearkede ord blev derpa manuelt valideret. Ord uden polaritet blev tildelt veerdien 0.
400 ord blev opmerket af to leksikografer for at male annotgrenigheden som var 0,83 (Cohens kappa).
Graden af polaritet, +3 til -3 blev tilfgjet ved at sammenligne dels med et tidligere dansk sentimentlek-
sikon, AFINN, dels med ordets synonymer og n@rsynonymer fra Begrebsordbogen idet den semantiske
raekkefglge var bevaret i udtraekket. Pa lemmaniveau blev ord med divergerende polaritet derefter ner-
mere undersggt, og det blev besluttet om en betydning eller et helt lemma skulle slettes. De neutrale ord
blev fjernet fra listen. Resultatet er et sentimentleksikon med knap 14.000 polaritetsberende lemmaer,
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heraf 62 % negative og 38 % positive (Nimb et al., 2022). Denne fordeling ligger i gvrigt tet op ad for-
delingen i det svenske SenSALDO-leksikon. Sentimentleksikonet er stgrre end de allerede eksisterende
sentimentleksikoner for dansk (for en evaluering se Schneidermann & Pedersen (2022)).

2.5 COR Centralt OrdRegister for dansk

I COR-projektet udvaelges semantiske kerneoplysninger fra DanNet, FrameNet-leksikonnet og senti-
mentleksikonnet. Det betyder i korte trek at ressourcen har information om antal betydninger, ontologisk
type, nermeste danske overbegreb (fra DanNet), semantisk verbalramme (fra FrameNet) samt konnota-
tion (positiv/negativ) fra Sentimentordbogen.

Udgangspunktet er denne gang 60.000 lemmaer i den danske retskrivningsordbog (RO) der nummerin-
dekseres og forsynes med formaliserede morfologiske oplysninger, og som efterfglgende lanceres som
en frit tilgeengelig standardressource, administreret af Dansk Sprognavn (se ogsa Nimb et al. (i trykken)).

Tanken er at fremtidige sprogteknologiske ordbgger kan koble sig pa vha. id-numrene; dermed sikres
en mere effektiv deling af danske leksikalske data. For en stor del af RO-ordforradet tilkobles et be-
tydningsinventar udarbejdet pa basis af oplysningerne i de semantiske ressourcer navnt ovenfor: DDO,
DanNet, Begrebsordbogen, FrameNet-leksikonnet og sentimentleksikonnet. COR-ordbogen er semasio-
logisk i sin opbygning: Alle DDO-betydninger af et lemma tages i betragtning, ikke kun dem der fx er
beskrevet i DanNet. Kun de vesentligste betydninger medtages imidlertid: Sjeldne, gammeldags eller
faglige DDO-betydninger af lemmaet udelades i COR, og samtidig slas nert beslegtede betydninger i
DDO sammen sa der opnas en mere grovkornet betydningsinddeling der egner sig bedre til sprogtekno-
logisk anvendelse.

I udviklingen af ordbogen anvendes en rekke automatiske metoder der sikrer ensartet behandling pa
tveers af ordforradet, og reduceringen af antal betydninger udfgres automatisk for en del af de polyseme
ord pa baggrund af handopmerkede data (Pedersen et al., 2022). Ordbogen, der lanceres i december
2023, vil omfatte ca. 30.000 lemmaer; ca. 11.000 af disse er udvalgt som varende s®rligt centrale i
dansk ud fra enten deres kobling til centrale begreber udvalgt for engelsk* eller ud fra deres egenskab af
nggleord i Begrebsordbogen.

3 Afrundende bemaerkninger

Det er s@rdeles omkostningstungt at udvikle leksikalsk-semantiske ressourcer til sprogteknologi. Serligt
i de mindre sprogsamfund har vi slet ikke rad til ikke at fa fuldt udbytte af disse i den teknologi der
udvikles. Som vi har papeget her, indeholder de semantiske ressourcer vigtig viden om bl.a. kultur og
samfund, som ikke ngdvendigvis fremgar af sprogmodeller som er bygget ud fra ren tekst. Hvis vi skal
dybere ned i sprogforstaelsen i fremtidig sprogteknologi, er det derfor ngdvendigt at inkludere den viden
som ressourcerne rummer.

Problemer med kuratering, opskalering og/eller manglende vedligehold har tidligere medfgrt at nogle
NLP-ressourcer udviklet i mindre projekter med kortvarig finansiering ikke altid er blevet fuldt udnyttet i
et stgrre perspektiv. De har simpelthen veret for svere at integrere og anvende og har veret for Igsrevne
fra andre, mere almene ordbgger, som typisk (og forhabentlig) har kuratering, vedligeholdelse og opda-
tering med som en del af deres udvikling og finansiering. Derfor har vi i denne artikel ogsa argumenteret
for at leksikalsk-semantiske ressourcer til sprogteknologi bedst og sikrest udvikles inden for rammerne
af en leksikalsk infrastruktur og i samarbejde med de klassiske ordbgger som et sprogsamfund investerer
midler i i forvejen. I den forbindelse har vi ogsa fremhavet ELEXIS-projektet (elex.is) som et vigtigt
netveerk der arbejder henimod at muligggre sadan en infrastruktur bade i et nationalt og et internationalt
perspektiv.

“Der er taget udgangspunkt i det engelske core wordnet som udggr 5000 centrale begreber pa engelsk, og som kan downlo-
ades her: https://wordnetcode.princeton.edu/standoff-files/core-wordnet.txt.
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Visualisering av textpar med hjilp av ordmoln
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Abstract

Word clouds are commonly used for visualising the content of text collections. We here propose
a slight update of the standard word cloud that also visualises similarities between pairs of texts.
We apply the method to a text collection consisting of 39 text lyrics and visualise similarities
between four text pairs.

1 Inledning

Ordmoln, det som pa engelska kallas “tag clouds” eller "word clouds” dr ett vildigt populirt sitt att
visualisera innehallet i en text, eller de taggar som &r associerade med en text. Den enklaste formen av
ordmoln visar orden med en storre font ju mer frekvent forekommande de ér i texten/bland ordtaggarna,
och arrangerar sedan orden i ett moln, exempelvis i alfabetisk ordning (Viégas & Wattenberg, 2008).
Det finns firdiga webbtjéanster for att generera ordmoln, vilket skulle kunna vara en anledning till deras
popularitet. En annan anledning skulle kunna vara att ordmoln &r en vildigt enkel och Littforstaelig
visualisering. Det har dock riktats kritik mot de klassiska ordmolnen, exempelvis for att betraktaren 1étt
kan tolka in en betydelse i hur orden ir placerade, dven nér en sadan innebord saknas (Barth et al., 2014).
Att anvinda fontstorlek som indikation pa ett ords signifikans kan ocksa vara problematiskt, i och med
att langa ord da litt kan uppfattas som mer viktiga, i och med att deras ldngd gor att de tar upp mer plats
i ordmolnet (Viégas & Wattenberg, 2008).

Det finns manga olika varianter av standardversionen av ordmolnen. Andra kriterier &n ordfrekvens,
sasom TF-IDF-mattet (Barth et al., 2014), kan anvindas. Det finns dven olika metoder for att placera
orden i molnet s att placeringen far en innebord, exempelvis Context-preserving word cloud visualisa-
tion (Barth et al., 2014) och t-SNE, d.v.s. “’t-distributed stochastic neighbour embedding” (Schubert et al.,
2017). Det finns ocksa flera utdkningar av ordmolnens syfte, d.v.s. ordmoln som, férutom att visualisera
innehallet i en text, dven har till syfte att visualisera andra aspekter. Exempelvis visar temporala ordmoln
hur ordens frekvens varierat 6ver tid (Jatowt et al., 2021).

Vi hade ocksa for avsikt att utoka ordmolnens syfte. Férutom att anvinda ordmoln for att (i) visualise-
ra innehallet i dokumenten i den textsamling vi undersokte, ville vi (ii) samtidigt #ven kunna visualisera
textlikhet mellan olika dokument. Vi har anvént ett verktyg for att soka bland tidigare textvisualiserings-
initiativ (Kucher & Kerren, 2015)!, men inte hittat ndgon firdig metod for visualisering som fungerar
for exakt det vi vill visa. Vi kommer dirfor hir att designa en enkel metod for att visualisera bada dessa
aspekter.

Uhitps://textvis.Inu.se
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Figur 1: Fyra par av texter visas i figuren. Par 1 bestdr av gruppens mest kénda lat och den text som var
mest lik denna lattext. Par 2 bestar av de tva texter som var allra mest lika enligt det likhetskriterium
vi anvinde, par 3 av de nist mest lika texterna, o.s.v. (Titeln pa latarna stir med liten stil vid sidan av
graferna. S& for den som vill gissa vilken lattext som visualiseras, retkommenderar vi att inte kika pa
titeln i forvig.)

2 Textsamlingen

Vi samlade in texter fran en svensk musikgrupp som framst var verksam under sent 60-tal och forsta
halvan av 70-talet. Vi hittade texterna pa en webbsida med lattexter frin gruppen”. Webbsidan inneholl
dven latar skrivna av bandets medlemmar i andra kontexter én tillsammans med gruppen. Vi allokerade
cirka tre timmar for att extrahera lattexter fran webbsidan, och formatera dem i ett enhetligt textformat.
Vi gjorde en begrinsad anstringning for att enbart ta med latar skrivna for gruppen, men iven en viss
mingd latar skrivna av bandmedlemmarna i andra sammanhang kan ha tagits med i var textmingd. Den
allokerade tiden rickte till att skapa en textmingd bestaende av 39 lattexter.

3 Metod

Metoden bestod av tva delar. Dels skapade vi en dokumentvektor for varje lattext, som vi anvidnde som
ett kriterium for att vilja ut fyra par av lattexter, och dels gjorde vi en visualisering av orden i dessa atta
lattexter.

2Webbsidan hade adressen <fornamn><efternamn>.se for en av bandmedlemmarna.
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Figur 2: De tva nedre textparen fran figur 1, men dir orden har behallt originalplaceringen genererad av
t-SNE-algoritmen. (Titeln pa latarna star med liten stil vid sidan av graferna. Sa for den som vill gissa
vilken lattext som visualiseras, rekommenderar vi att inte kika pa titeln i forvig.)

3.1 Dokumentvektorer

Skapandet av TF-IDF-vektorer fér dokumenten i var textsamling bestod av foljande steg: (i) generera
statistik 6ver svenska dokumentfrekvenser utifran en extern textméngd, (ii) identifiera vanliga begrepps-
kluster i var textméngd, och byta ut orden i dessa kluster mot en string som representerar klustret, (iii)
skapa en TF-IDF-vektor for varje dokument, (iv) skapa den slutgiltiga dokumentvektorn genom att utoka
TF-IDF-vektorn med word2vec-vektorer som representerar dokumentet.

(1) For att ha lite mer bakgrundsdata for svenska dokumentfrekvenser anvénde vi en stor extern korpus
for IDF-utrikningen, nirmare bestimt stycken fran 1000 SOU:er?, dir varje stycke behandlades som ett
dokument. (Det var en vildigt slumpmissigt vald textmidngd, men en midngd som borde ge tillrackligt
bra information om typiska svenska orddokumentfrekvenser for vart syfte.)

(i1) Innan vi konstruerade TF-IDF-vektorerna, gjorde vi en pre-processning av texterna dér vi bytte
ut vissa ord i texten mot en string som representerar ett synonym- eller begreppskluster dir ordet ingar.
Detta gjordes bade for bakgrundstexten och for de dokument vi ville visualisera. Exempelvis bestod
ett av vara synonymkluster av orden “arbeta/jobba/verka”. Det innebar att varje gang nagon av dessa
tre ord forekom i en text bytte vi ut ordet mot stringen “arbeta/jobba/verka”. Dessa tre ord blev da
behandlade som ett och samma ord nir TF-IDF-vektorer skapades. Vi skapade synonymklustren genom
att kora en dbscan-klustring (Ester et al., 1996) pa word2vec-vektorer for orden i var textsamling, och
dérefter manuellt gick igenom och rittade alla automatiskt skapade kluster. Totalt skapade vi 160 kluster.
Ordvektorerna hittade vi genom att anvinda ett fortrinat word2vec-ordrum* med 100 element linga
vektorer.

(iii) Efter pre-processningen skapade vi TF-IDF-vektorer for alla dokument i var textméngd. Vi gjorde
inte nagon kontroll och/eller borttagande av dubblerad text, trots att detta ir ett vanligt fenomen i lattexter,
exempelvis eftersom det ofta finns refringer. Anledningen var att om ord ofta aterkom, som till exempel
i refringer, sa skulle detta ocksa faktiskt avspeglas i en hogre ordfrekvens for dessa ord. For att inte gora
sadana ord helt dominerande anvinde vi emellertid inte standard TF utan dess logaritmiska vérde.

(iv) Till den vanliga TF-IDF-vektorn konkatenerade vi sedan kombinerade ordvektorer. Detta for att
fanga likhet mellan dokument utan dverlappande ord eller begreppskluster. Samma word2vec-ordrum
som ovan anvindes. Vi gav pa flera sitt storre vikt till ord med ett hogt TF-IDF éven for de kombinerade
ordvektorerna. For det forsta konstruerade vi tre olika summerade ordvektorer, som vi konkatenerade

Shttps://github.com/UppsalaNLP/SOU-corpus
“http://vectors.nlpl. eu/repository/ Word2Vec Continuous Skipgram trinad pa Swedish CoNLL17 corpus
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till den vanliga TF-IDF-vektorn. Tva vektorer bestiende av summan av vektorerna for orden med de tre
respektive tio hogsta TF-IDF-virdena, och en vektor bestaende av summan for alla ord i dokumentet. For
det andra multiplicerade vi alla summerade vektorer med ordets TF-IDF-virde innan vi normaliserade
vektorerna.

Alla beskrivna experiment utférdes med hjélp av maskininldrningsbibliotektet scikit-learn (Pedregosa
etal., 2011).

3.2 Ordvisualisering

For varje par av dokument beriknades det euklidiska avstandet mellan dokumentens vektorer, och de tre
par som var mest lika valdes ut. Paret bestdende av gruppens mest kinda lat och dess mest lika lattext i
dokumentmingden valdes ocksa ut. For dessa fyra par skapade vi sedan en enkel visualisering i Pyplot.

Vi skapade en bild vardera for de tva texterna i paret, och placerade den ena till vinster och den andra
till hoger. I bilden skapade vi ett ordmoln med de 25 ord som hade hogst TF-IDF-virde. Ju hogre TF-IDF-
virde, med desto starkare firg skrevs ordet, fér ordmolnet till vénster i bla nyanser och fér ordmolnet
till hoger i grona nyanser. Kritiken mot att anvinda fontstorlek som indikation pa ett ords signifikans till
trots, visade vi ett ord med en storre fontstorlek ju hogre dess TF-IDF-vérde var. Vi motiverar det med
att ordmoln med varierande fontstorlek har blivit ndgon form av standard, pa grund av dess popularitet.
Diérmed finns det en poing i att pa nagot sitt halla sig till den standarden. Vi gjorde dock endast en liten
okning av fontstorleken med okande TF-IDF-virde. Dessutom gjorde vi en liten, generell fontminskning
av ord beroende pa deras ldngd, for att minska risken att langa ord skulle kunna uppfattas som viktigare
dn korta ord. For att ge betraktaren en mer objektiv indikation pa ett ords TF-IDF-vérde dn ordets firg
och fontstorlek lade vi dven dit en understrykning av ord, dir lingden pa det streck med vilket ordet dr
understruket dr direkt proportionellt mot ordets (logaritmiska TF)-IDF-virde.

For att ldgga en verklig betydelse i ordens placering i molnet, skapade vi en utplacering som place-
rade ord med liknande betydelse ndra varandra. Vi bestimde ordens placering genom att kora t-SNE-
algoritmen (van der Maaten & Hinton, 2008) pa word2vec-vektorerna som horde till orden i texten. Att
placera ut orden exakt pa den plats som bestimdes av t-SNE-algoritmen skulle emellertid géra att de
overlappade varandra och bli svarlédsta. Vi provade att anvinda ett standardbibliotek, adjustText, som
placerar om text for att undvika detta. Dock ledde det till att orden da istillet forlorade den struktur de
givits av t-SNE-algoritmen, trots att vi experimenterade med olika parametrar till adjustText. Vi imple-
menterade darfor istéllet en egen enkel algoritm for att flytta om orden. Algoritmen placerar forst ut det
ord som har hogst TF-IDF-viirde, och fortsitter sedan nedat med fallande TF-IDF-virde. Om ett nytt ord
som ska placeras ut 6verlappar ett ord som redan ir utplacerat flyttas det nya ordet uppat i grafen tills det
nya ordet inte ldngre overlappar med ett tidigare utplacerat ord. Detta gor att de ord som é&r viktigast for
texten oftare placeras i enlighet med dess inneb6rd, medan mindre viktiga ord kan flyttas runt.

Ord som ingar i ett synonymkluster indikeras med ett plus efter ordet. Endast det forsta ordet i ett
kluster visas.

4 Resultat

De fyra par av texter som vi visualiserade visas i figur 1, och i figur 2 visas hur visualiseringen skulle ha
sett ut om vi inte flyttat orden for att undvika 6verlapp.

Bilderna ir ett forsok att bade skapa en visualisering av texterna dir ordens placering har en innebord,
och, genom att placera texterna i par, dven skapa en visualisering dér tva texter létt kan jamforas. Vi vill
att visualiseringen snabbt ska kunna svara pa fragan: Vad innehaller den ena texten, och vad innehaller
den andra?

Vi lamnar utvirderingen av huruvida visualiseringen ger en bra Gversikt over textparen till ldsarna,
sdrskilt till lasare som &r vil fortrogna med musikgruppen i fraga. Gar det exempelvis att gissa vilken
gruppen dr? Gar det att gissa vilka lattexter som visualiseras i bilderna?
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Tack

Vi vill tacka Nationella sprakbanken (Vetenskapsradet, 2017-00626), HUMINFRA (Vetenskapsradet,
2021-00176) samt Dagstuhl-seminariet ~’Visual Text Analytics”.
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Abstract

Computational Linguistics at Uppsala University has a long history. It goes back to the mid 1960-
ies, when the University Computer Center, UDAC, was established. It should provide a powerful
computer resource for research at the university and encourage the use of computers in new fields
such as the Humanities. With this aim in mind, the director of UDAC approached the language
departments. This initiative led to a contact with the Slavic department and a joint decision to sup-
port an ongoing thesis work in Slavic languages, directed towards computational linguistics. On
completion of the thesis, the researcher was employed at UDAC with the mission to do research
in Computational Linguistics and support Natural Language Processing. This was the embryo
of the Natural Language Processing group at UDAC and its follower Center for Computational
Linguistics at the Faculty of Humanities. We describe activities in this early period with a focus
on corpus linguistics, process morphology and program development, where pioneering contri-
butions were made by Lars Borin. We also emphasise the importance of the consistent and close
cooperation between the Faculty of Humanities and UDAC, a prerequisite for the successful
development of Computational Linguistics in Uppsala and the establishment of a chair in 1987.

1 Inledning

Datorlingvistiken har en lang historia i Uppsala. Den gar tillbaka till 1960-talet, nirmare bestimt till
1965, da Uppsala universitetsdatacentral, UDAC, inrittades. Universitetsdatacentralerna skulle tillgodose
kinda behov av datorkraft for forskning i teknik och naturvetenskap men ocksa verka for att initiera
anvindning av datorer inom andra omraden.

Den nytilltradde chefen for UDAC, docent Werner Schneider, tog sig omedelbart an uppgiften. Han
inriktade sig mot den Humanistiska fakulteten och bjod in institutionerna till seminarier, dér han informer-
ade om vilka méjligheter den nya tekniken kunde erbjuda. Pdgaende och planerad forskning presenter-
ades och institutionerna fick mojlighet att foresla pilotprojekt. Av de sprakvetenskapliga institutionerna
var det Slaviska institutionen, foretrddd av docent Carin Davidsson, som visade storst intresse.

Tva pilotprojekt specificerades. Det ena gillde finalalfabetisk sortering av ett tjeckiskt ordboksmaterial.
Det andra handlade om att utveckla datorbaserade verktyg for lingvistiska dndamal. Ett licentiandarbete i
slaviska sprak med datorlingvistisk inriktning pagick redan. Det bedrevs av en studerande pa stipendium
1 Leningrad. Gemensamt beslutade man stddja detta projekt med programmeringshjilp och annat som
behovdes. Satsningen foll vél ut och resulterade i en avhandling om automatisk analys av det ryska verbet
(Sagvall, 1968) samt att licentiaten anstilldes pa UDAC for att bedriva forskning i datorlingvistik samt
understddja spraklig databehandling. Det blev embryot till Sprakgruppen pa UDAC (Natural Language
Processing Group) och dess uppfoljare Centrum for datorlingvistik vid Humanistiska fakulteten. 1987
beslutade regeringen om en professor i datorlingvistik.

En av pionjirerna var Lars Borin. Med sitt breda sprakvetenskapliga och datavetenskapliga kunnande
bidrog han pa ett ovirderligt vis till utvecklingen av forskningsmiljon. Hans insatser gillde framst rysk
korpuslingvistik, processmorfologi och programutveckling, intresseomraden som far sérskild uppmérk-
samhet i framstéllningen nedan.

Anna Sagvall Hein. 2022. Datorlingvistikens vagga i Uppsala. In Volodina, Dannélls,
Berdicevskis, Forsberg and Virk (editors), Live and Learn — Festschrift in honor of Lars Borin,
pages 127-132. Available under CC BY 4.0 127



2 Sprakgruppen (Natural Language Processing Group, NALP)

Intresset for spraklig databehandling visade sig vara stort pa fakulteten. Bland de sprak som databehand-
lades i initialskedet fanns svenska, engelska, finska, tjeckiska, estniska, tyska, franska, persiska och ryska.
Senare tillkom sanskrit och ungerska. I samverkan med sprakvetare fran de olika institutionerna byggde
medlemmar i sprakgruppen’ upp sprikliga resurser for savil forskning som undervisning (NALP, 1978).
De svarade ocksa for databehandlingen vid genomférandet av undersékningarna (Sagvall et al., 1975).
For engelskans del inforskaffades the Brown Corpus.? Den forelag i ett primitivt halkortsformat men
moderniserade sa att den blev anvindbar for de svenska forskarna. Moderniseringen handlade framst
om omkodning av teckenrepresentationen samt uppdelning av korpusen i meningar (sentences), s att
anvindaren kunde arbeta med dem i stéllet for halkortsbilder.

Nir verksamheten inleddes 1970 fanns inga firdiga program for spraklig databehandling att tillgd. De
fick skrivas av medlemmar i sprakgruppen allt efter behov (Ségvall et al., 1974a).

2.1 Infrastruktur

1970 sag infrastukturen helt annorlunda ut jimfort med idag. Alla kérningar gjordes pa en stordator (IBM
370/155). Den stod i en maskinhall till vilken bara sirskilda operatorer hade tilltrdde. Inmatning av savil
program som data skedde via halkort. Den utférdes av stansoperatriser. Halkorten representerade alfanu-
meriska tecken enligt en IBM-standard som var utformad for de visteuropeiska spraken. Den uteslots
sprak som ryska, polska, ungerska och tjeckiska. For dem kridvdes transliteration. For ryskans del fast-
stéilldes en konvention i samarbete med den stansoperatris som skulle mata in materialet. Man bemddade
sig om att finna sddana motsvarigheter som pa grund av grafiska likheter kunde memoreras av den som
inte kunde det kyrilliska alfabetet.

Aven resultaten av korningarna kom ut pa halkort och hélkortsbilderna kunde skrivas ut pa en radskri-
vare. Det var inget tilltalande format for sprakliga data, sdrskilt inte for data i translittererad form. Utmat-
ning med specialalfabeten var ett sirskilt problem. Det 16stes i vissa fall med hjélp av en printer-plotter.
Den kunde programmeras till att rita godtyckliga bokstéver och sa skedde for de grekiska, kyrilliska och
franska alfabetena (med accenter). Plottern kunde ocksa vixla mellan olika fonter pa en och samma rad,
nagot som behovdes for utskrift av rysk-svenska ordlistor i ett pedagogiskt projekt. Tryckaccent for de
ryska orden skrevs ocksa ut. En annan 16sning var att lata datorn producera binérkort som kunde ldsas
av en skrivmaskin med utbytbart typhuvud som var kopplad till en minidator. Metoden testades ut och
anvindes for produktion av det tjeckiska lexikonet infor tryckningen.

2.2 Rysk morfologi

Till en borjan var det ryska som stod i centrum. Den automatiska analysen av det ryska verbet foljdes
av en modell for analys av hela den ryska bojningsmorfologin (Sagvall, 1973). Systemet, AUTLEX,
tilldelade ryska ord lexikala beskrivningar som bland annat upptog ordklass, lemma och bdjningsform.
Ordklassindelningen byggde strikt pa bojningskategorier och skiljde sig ddrigenom nagot fran den tradi-
tionella ordklassindelningen. AULEX anvénde sig av ett stamlexikon och ord som saknades i lexikonet
fick ingen analys medan homografa ord fick flera analyser, en for varje homografkomponent, AUTLEX
anvindes flitigt for annotering av ryska korpusdata. Systemet opererade pa ord i isolerad stillning och
kunde séledes inte skilja ut kontextberoende homografer. For detta kridvdes separat homografseparering.
Den utfordes till en borjan helt manuellt, men gradvis introducerades metoder for att underlétta arbetet.
Den forsta storre tillimpningen géllde ett pedagogiskt projektet Mdlanalys i ryska (Sagvall et al.,
1976). Det genomfordes med bidrag fran Universitetskanslersimbetet. Med hjélp av AUTLEX annoter-
ades ett urval ryska litteriira texter avsedda for textldsning pa universitetets A-niva. Genom statistiska
berdkningar kunde de annoterade texterna ordnas i stigande svarighetsgrad efter ordrikedom. Vidare
kunde man definiera den lexikala progressionen vid ldsning av texterna i den faststéllda ordningen. Det
'Medlemmarna i Sprikgruppen viixlade under drens lopp. 1978 bestod den av Annika Mattsson, Uwe Hein, Tone Tingsgérd

och Erling Wande. Gruppen leddes av Anna Sagvall Hein.
2A Standard Sample of Present-day Edited American English. 1964. The Brown university, Providence R.I., USA.
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var grunden for utveckling av ett liromedel for rysk textlisning Text och Ord (Sagvall et al., 1974b).>

En annan storre tillimpning gillde textattribution.* Den behandlade frigan om huruvida nobelprista-
garen Sjolochov skrivit hela Stilla flyter Don. Det hade hédvdats att en del av verket var skriven av en
vitrysk officer Krjukov. Studien byggde pa tre korpusar om vardera 50 000 ord, dir en innehdll siker
Sjolochovtext, en siker Krjukovtext och en tredje den omdiskuterade delen av verket.

Korpusarna matades in i datorn via halkort och genomgick olika kvantitativa berékningar. Det rorde sig
om antal stavelser, medellangd per 1000 16pande ord, antal olika ordformer per 1000 16pande ord samt
frekvens och frekvensdistribution. Motsvarande berikningar gjordes pa lexemniva. Pa den syntaktiska
sidan jimforde man meningsinledning i de olika korpusarna genom att undersoka sekvenser av lexem och
ordklasser. En sammanstéllning av de olika statistiska berikningarna visade att Krjukov kunde uteslutas
som mojlig forfattare, men inte Sjolochov (Kjetsaa et al., 1984).

Den sprakliga databehandlingen utfordes av Sprakgruppen och senare Centrum foér Datorlingvis-
tik. Den innefattade igenkénning av lingvistiska begrepp som stavelser, ordformer, lexem, ordklasser,
meningar och skiljetecken samt berdkningar pa dessa enheter. Igenkénning av lexem och ordklasser
gjordes genom analys med AUTLEX och homografseparering. Den underlittades genom ett nyutvecklat
interaktivt program. Analysen foregicks av korpusanpassning av lexikonet.

2.3 Parsning

Forskning om generella metoder for parsning (lingvistisk analys) inleddes. Efter utprovning av Aug-
mented Transition Network Grammars (Woods, 1973) inriktades forskningen mot nitverksbaserade
analysmodeller och procedurella formalismer. Ett forsta konkreta resultat var implementering av en ex-
perimentversion av en chartparser. Den byggde pa foreldsningsanteckningar om en lingvistisk processor
som presenterades vid en internationell sommarskola i Pisa (Kay, 1974). Processorn simulerade en icke-
deterministisk maskin och alternativa anlyser lagrades i en central datastruktur, bendmnd chart. Charten
var en riktad graf vars bagar bar lingvistisk information. Den gjorde det mgjligt att hantera flera olika
processer i ett och samma ramverk. De lingvistiska reglerna lagrades i s.k. vintelistor i bagarna.

Uppsalaparsern (Sagvall et al., 1975) medgav experiment med morfologisk och syntaktisk analys
inklusive morfografematisk omskrivning och lexikonsokning. Med hjidlp av en &verordnad funktion
kunde man vilja vilken process man ville utféra. Parsern testades pa en liten svensk grammatik. Im-
plementeringen utgick fran ett 80-tal LISP-funktioner, som Kay tillhandaholl. Den utgjorde en vérdefull
miljo for kompentensuppbyggnad.

Senare presenterade Kay (1977) en generalisering av principerna for processning i en chart parser. Det
skedde genom en utveckling av charten. Inte bara lingvistisk information utan ocksa regler representer-
ades av bagar, passiva och aktiva. Genom ett samspel mellan aktiva och passiva bagar drevs processnin-
gen framat. Kay stillde originalprogramvaran av den nya parsern till férfogande for sprakgruppen och
vid en forskningsvistelse i Uppsala medverkade han i implementeringen av den. Det gjordes i en lokal
version av INTERLISP pa UDAC:s stordator. Det blev utgangspunkt for utvecklingen av Uppsala Chart
Processor, UCP.

UCP hanterade fonologisk, morfologisk och syntaktisk analys inklusive morfografematisk omskrivn-
ing och lexikonsdkning. Den grafematiska omskrivningen och den morfologiska analysen provades ut pa
flera sprak, i forsta hand finska (Sagvall Hein, 1977; Sagvall Hein, 1979) men ocksa pa ryska och ser-
bokroatiska. Sagvall Hein (1980) foreslar en modell for finska dér ordigenkénningen sker i tva parallella
processer, fonologisk analys i stavelser och morfologisk analys i morfer.

3 Centrum for datorlingvistik

Pa forslag fran fakulteten inkorporerades sprakgruppen i Humanistiska fakulteten som Uppsala Cen-
trum for Datorlingvistik, UCDL (Sagvall Hein, 1981). Det skedde 1980. Enligt en faststlld instruktion

3Text och ord omfattade texterna ordnade efter svarighetsgrad atfoljda av kommenterade ordlistor med Oversittning, ett
basordforrdd samt ett ackumulerat ordférrad. Hela publikationen gjordes digitalt och skrevs ut med Benson Printer Plotter.
Trots det primitiva formatet kom ldromedlet att anvindas pa universitetet och vid Arméns tolkskola under ett 10-tal ar.

“4Projektet var ett samarbete mellan Institutionen fr slaviska sprak vid Uppsala universitet och Slavisk-Baltisk Institutt vid
Oslo universitet.
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skulle verksamheten koncentreras till forskning i datorlingvistik samt verka for att genomfora sprakveten-
skapliga sektionens handlingsprogram for spréklig databehandling samt framja historisk-filosofiska sek-
tionens handlingsprogram for databehandling i textbaserade undersokningar. Humanistiska fakultetsnam-
nden och UDAC fick gemensamt ansvar for planering och uppf6ljning av verksamheten.

I mars 1981 togs ett viktigt steg i utvecklingen. Da faststillde Sprakvetenskapliga sektionsndmnden
en dgmnesbeskrivning av datorlingvistik. Datorlingvistik &r inriktad pa simulering av sprakligt beteende
med dator. Till imnet hor dven allmén metodik for undersokningar av sprak med hjilp av dator (spraklig
databehandling). En docenttjédnst i datorlingvistik skapades. Dess innehavare skulle leda verksamheten
pa centret. Vidare fick centret tre deltidstjianster for programmering och systemarbete samt tva sprakkon-
sulttjdnster, en i Nordiska sprak (Olle Hammermo) och en i Slaviska sprak (Lars Borin). Tidigare verk-
samhet inom sprakgruppen foljdes upp i Centrum for datorlingvistik med visst fokus pa chartparsning
och processmorfologi. Programutvecklingen dgnades ocksa fortsatt uppmirksamhet.

3.1 Chartparsning

P4 parsningssidan inriktades forskningen primért mot vidareutveckling av Uppsala Chart Parser (Carls-
son, 1982; Sagvall Hein, 1980; Sigvall Hein, 1987)° samt uppbyggnad av en parser for svenska med
tillhorande lexikon (Sdgvall Hein, 1983; Sagvall Hein & Ahrenberg, 1985).

3.2 Processmorfologi

Forskning om generella metoder for processmorfologi inleddes. Utgéngspunkt var Tvdnivamorfologi
(Koskenniemi, 1983). Medan tidigare modeller fér morfologisk processning varit inriktade pa analys
eller syntes, sa mojliggjorde tvanivamorfologin savil analys som syntes. Med morfologisk analys forstas
en process dér en ytrepresentation, en bokstavsstring, tilldelas en morfologisk beskrivning (t.ex. AUT-
LEX), medan morfologisk syntes gar den omvinda vigen, dvs. fran en morfologisk beskrivning till en
ytrepresentation.

Tvanivamorfologin erbjuder en generell, riktningsoberoende formalism samt ett processerande mask-
ineri. Maskineriet utgors av finite-state-automater, FSA. En FSA i&r en abstrakt maskin som vid en given
tidpunkt befinner sig i ett av ett éndligt antal tillstind. Automaten definieras av en lista dver mojliga
tillstand, ett initialt tillstand och ett finalt tillstand, och regler som styr dvergangen fran ett tillstand till
ett annat. Tillstanden kan ses som noder i ett 6vergangsnitverk. I tvanivamorfologin utgérs noderna av
tecken pa tvé nivéer, lexikal nivd och ytnivd. Overgngen frdn en nod till en annan styrs av parallella
regler. De jamfor stringar pa de bada nivaerna och anger om de ér tillatna motsvarigheter till varandra
eller inte. For utprovning av systemet ingick en beskrivning av finsk morfologi.

Tvanivamorfologin fick stor spridning internationellt och implementerades tidigt i Uppsala. Lars Borin
inledde utforskandet av tvanivamorfologin pa polsk bojningsmorfologi. I en kurs i spraklig databehan-
dling utgick han fran en tvanivabeskrivning for svenska (Blaberg, 1984) som han vidareutvecklade
(Borin, 1985). Processmorfologi kom ocksa att bli hans priméra forskningsomrade inom vilket han skrev
sin doktorsavhandling (Borin, 1991).

3.3 Programvaruutveckling

Utvecklingen av programvara for spraklig databehandling fortsatte med TEXTPACK (Rosén & Sjoberg,
1985) som bas. De dataformat som programmen arbetade med var i hog grad standardiserade, men atkom-
stmetoderna var avhingiga av operativsystemet (IBM 370/155) och de accessoperatorer som program-
meringsspraket (PL/I) tillhandaholl.

For att komma ifran detta maskinberoende inledde Borin (1984) arbetet med att definiera och imple-
mentera ett generellt textbearbetningssystem, ett textdatabassystem for lingvister. Det skulle vara anvén-
darvinligt, generellt och portabelt. Han gjorde en djupdykning i det ungerska alfabetet for att demonstr-
era de problem man kan stota pa vid alfabetisering av sprakliga data. I den foreslagna losningen skulle
man anvénda sig av ett anvdndardefinierat alfabet med en 16-bitsrepresentation av varje tecken. Digram,
trigram osv. skulle riknas som egna bokstidver och behandlas som odelbara enheter. De kommersiellt

SUtvecklingen av UCP bedrevs i projektet Computer Simulation of the Text Comprehension Process med stod fran Styrelsen
for Teknisk Utveckling samt UDAC.
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tillgingliga sorteringsprogrammen kunde inte komma at problemen med bokstavsdiagram och lidngre
enheter.

Med definitionen och den inledande implementeringen av detta forsta textdatabassystem saddes ett
fro till kommande anvindning av sprakdatabaser for lagring och atkomst av sprakliga data, nagot som
kommit att bli standard i Uppsala.

4 Konklusion

De tidiga satsningarna pa datorlingvistik i Uppsala bar frukt 1987, da regeringen beslutade inritta en
professur i dmnet. I propositionen konstateras att Universitetet i Uppsala har utifran tidigare gjorda
satsningar goda forutsdttningar att erbjuda en gynnsam forskningsmiljo i detta dmne, [...] Jag foror-
dar att en professur i datorlingvistik inrdttas®. Amnesbeskrivningen for docenturen behélls och tidigare
forskning foljdes upp. Nya forskningsomraden var bland annat maskindversittning och datoriserad spréak-
granskning.

Genom professuren legitimerades dmnet och viktiga steg kunde tas. Bade forskarutbildning och grun-
dutbildning anordnades. En plan for forskarutbildningen faststilldes 1990 och grundutbildning inleddes
1995 med Sprdakteknologiprogrammet. Det utgjorde den frimsta rekryteringsbasen for forskarutbildnin-
gen. Programstudenterna var ocksa efterfragade pa arbetsmarknaden.

Den forsta doktorn i datorlingvistik var Lars Borin. Med sin doktorsexamen representerar han ett av
Uppsalas viktigaste bidrag till &mnets utveckling, nationellt och internationellt. Lars och hans meddok-
torer gor, och har gjort, viktiga insatser inom universitetsvirlden och i samhillet i 6vrigt. Noteras kan
att utvecklingen av den artificiella intelligensen kan sparas tillbaka till maskininldrning och datadrivna
metoder som bland annat introducerats inom datorlingvistiken. I sin doktorsavhandling presenterar Borin
(1991) en sddan ansats.

Det har varit ett noje att fa folja Lars pa vigen fran doktorand i slaviska sprak till doktor i datorlingvis-
tik. Med tacksambhet ser vi pa de bidrag till den tidiga utvecklingen av verksamheten som han givit.

Det langa och nira samarbetet mellan Sprakvetenskapliga sektionen och Uppsala datacentral framstar
som avgorande for den positiva utvecklingen av datorlingvistiken i Uppsala.
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Abstract

This paper describes the success of OPUS, starting from a small side-project but leading to a
full-fledged ecosystem for training and deploying open machine translation systems. We briefly
present the current state of the framework focusing on the mission of increasing language cover-
age and translation quality in public translation models and tools that can easily be integrated in
end-user applications and professional workflows. OPUS now provides the biggest hub of freely
available parallel data and thousands of open translation models have been released supporting
hundreds of languages in various combinations.

1 Introduction

The starting point of OPUS is clearly connected to Uppsala and the language technology research group
at the former department of linguistics. Work with parallel corpora has been pushed by projects on ma-
chine translation (Tjong Kim Sang, 1999) and multilingual corpus-driven linguistics and lexicography
(Borin, 1998; Borin, 2002). The significant value of aligned multilingual data sets had been recognized
by the leading researchers in the group and various resources came out of their efforts together with ap-
plications in translation studies, bilingual lexicon induction and machine translation development (Borin,
2000a; Borin, 2000b; Sagvall Hein et al., 2002). Inspired by those projects, OPUS filled the gap of public
data sets that can be freely shared and used in research and development. Initially starting with software
localization data, OPUS slowly grew into a massive collection of parallel translation data covering hun-
dreds of languages and thousands of language pairs coming from a wide variety of domains.

The mission of OPUS was clear from the beginning: Data sets in the collection shall be open and
free and support reproducible science to push cross-lingual NLP research and machine translation in
particular. The essential principle is to provide a consistent interface to data sets that are readily prepared
for further work without losing information from the original source. Wide language coverage has been
a goal from the start with a complete alignment across all languages included.

The collection now represents a crucial foundation for wide-coverage machine translation. Taking
advantage of the huge resource, we launched OPUS-MT (Tiedemann & Thottingal, 2020), an initiative
to systematically exploit the data set to train open neural machine translation (MT) models that can
be shared and re-used as well. The project tackles the growing responsibility of language technology
providing essential tools for fair information access without language barriers and avoiding commercial
exploitation. Our focus is on transparency and the paper describes our efforts in building the infrastructure
that enables the use of free and independent machine translation in end-user applications and professional
workflows.

Below, we briefly provide the background on OPUS and present tools for finding and processing the
data. We then introduce OPUS-MT and its components before discussing the integration of pre-trained
translation models in development platforms, end-user applications and translation workflows. Finally,

Jorg Tiedemann. 2022. From open parallel corpora to public translation tools: The success story
of OPUS. In Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and Learn —
Festschrift in honor of Lars Borin, pages 133-138. Available under CC BY 4.0 133
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Figure 1: OPUS and OPUS-MT and its connections to other components, platforms and applications.

we also present the importance of benchmarking and monitoring the progress and briefly mention on-
going work on scaling up language coverage and optimizing translation models in terms of speed and
applicability. Figure 1 illustrates the connections between various components.

2 OPUS - The Open Parallel Corpus

OPUS! has been a major hub for parallel corpora since 2004 (Tiedemann & Nygaard, 2004; Tiedemann,
2009; Tiedemann, 2012). The current release covers over 600 languages compiled into sentence-aligned
bitexts for more than 40,000 language pairs. Over 20 billion sentences and sentence fragments correspond
to 290 billion tokens and the data set contains about 12 TB of compressed files. Despite the typical Zipfian
distribution, there are over 300 language pairs with more than one million sentence pairs, a good base
for high quality machine translation.

OPUS tries to follow a consistent format with a simple standalone XML format for language content
and standoff annotation in XCES Align to annotate links between translated sentences. The latter enables
a space-efficient way of storing bilingually-aligned multilingual data sets without duplicating essential
content. For convenience, other common data formats are generated from the native OPUS format includ-
ing plain text versions with aligned sentences on corresponding lines and translation memory exchange
files (TMX) that are common in professional translation platforms. Additionally, OPUS also releases to-
ken frequency counts, word alignment files and rough bilingual dictionaries extracted from automatically
aligned bitexts.

Recently, we also released a compilation of the data under the label of the Tatoeba Translation Chal-
lenge?, TTC for short (Tiedemann, 2020). The purpose of this release is to provide a streamlined collec-
tion for MT training pipelines. The latest release of the TTC includes 29 billion translation units in 3,708
bitexts covering 557 languages altogether. We made an effort to unify different sources, to improve the
consistency in language labeling and to remove noise and duplicates. Dedicated development and test
sets are also provided to make the application of TTC as straightforward as possible in standard machine
learning setups.

2.1 Finding and processing OPUS data with the OPUS-API and OpusTools

An important ingredient for OPUS is automation. Making resources available requires efficient ways of
finding and accessing them. The OPUS-API® provides an online API for searching resources and enables

'https://opus.nlpl.eu
2https://github‘com/Helsinki—NLP/Tatoeba—Challenge
*https://opus.nlpl.eu/opusapi/
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queries for specific languages and corpora. It provides the essential information about released data sets
and returns download links to fetch data from the external data storage. The API responds in simple
JSON format, which can easily be used programmatically when looking for resources.

We make use of the OPUS-API ourselves with the implementation of the OpusTools pack-
age* (Aulamo et al., 2020a). This software library provides a Python interface with methods for locating,
downloading and converting OPUS data sets. Command-line scripts such as opus_read provide conve-
nient functions to query the database and to fetch data from the original storage. Furthermore, the tools
read from compressed release-packages and can be used to convert data sets into various formats such as
TMX and plain text on the fly. Sentence alignments can also be filtered based on alignment confidence
score, alignment type or language flag. For the latter, the package includes tools for automatic language
identification.

2.2 Cleaning parallel data with OpusFilter

OpusFilter’ (Aulamo et al., 2020b) integrates the functionality provided by OpusTools and the OPUS-
API but adds a modular system for filtering and preparing parallel data sets. It provides a wide variety
of modules for data preparation and noise reduction. A YAML configuration file defines the pipeline to
transform raw corpus files to clean training and test set files. The same pipeline can be generalized over
multiple language pairs. The toolbox can easily be extended and currently supports different kinds of
segment-level processing steps such as tokenization and subword splitting as well as filters based on au-
tomatic language identification, word alignment scores, language models and sentence embeddings. Fur-
thermore, scores can be analyzed and visualized, and custom classifiers can be trained to make domain-
specific filter decisions (Vazquez et al., 2019).

3 Machine translation with OPUS-MT

The natural next step after collecting and compiling parallel data is to systematically exploit them in
learning machine translation models. OPUS-MT® aims to provide training pipelines and solutions for
deploying MT models derived from OPUS data. The goal is to develop a major hub for open state-
of-the-art models with a large language coverage and straightforward use in end-user applications and
further research and development. The framework is based on Marian, an efficient implementation of
neural machine translation (NMT) in pure C++ and with minimal dependencies (Junczys-Dowmunt et
al., 2018).

OPUS-MT training pipelines come in the form of makefile recipes that enable massive and systematic
experiments on high-performance computing facilities. Automation provided by the recipes cover all
necessary sub-tasks for preparing data sets, training models, testing their performance and finally releas-
ing pre-trained NMT models. Special care has been taken to allow the creation of multilingual models
that support more than one language as input or output. The recipes transparently handle different lan-
guage combinations and combine data sets as necessary adding language flags if required (Johnson et al.,
2017). Subword segmentation using SentencePiece (Kudo & Richardson, 2018) is fully integrated, and
automatic word alignment (Ostling & Tiedemann, 2016) can be used to train transformer models with
guided alignment features. Batch jobs can easily be created to run on SLURM-based task management
systems.

OPUS-MT further provides pipelines for data augmentation using back-translation (Sennrich et al.,
2016) or pivot-based triangulation. Fine tuning is also supported in order to adapt to specific domains,
user-specific data sets or selected language pairs in mulitlingual models.

3.1 Integrating OPUS-MT

Important for the success of pre-trained models is the ease of use and deployment. OPUS-MT strives to

make the models accessible and useful for a wide range of users. Substantial efforts have been made to

provide simple deployment procedures and integration routines for all our models.
“https://github.com/Helsinki-NLP/OpusTools

5https://github.com/Helsinki—NLP/OpusFilter
®https://github. com/Helsinki-NLP/OPUS-MT
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Figure 2: Language coverage of translation models visualized on an interactive map. Geolocations of
languages are taken from Glottolog and dot colors indicate the translation quality in terms of an automatic
evaluation metric measured on the Tatoeba test set in this case on a scale from green (best) to red (worst).
Smaller circles refer to smaller, less reliable test sets.

First of all, we provide methods to create translation servers using web applications that provide ser-
vice APIs through web sockets and requests. Servers can easily be configured using JSON files and the
API also uses JSON for communication. Multiple translation servers can be combined and accessed via
the same interface and caching is implemented to decrease the workload of the server. All pre-trained
models we release can be integrated in the server solutions we offer.

Another important integration is the conversion of the native Marian NMT models to PyTorch, which
opens up their use in a wide range of applications through the popular transformers library provided by
Huggingface.” Conversion scripts are available to prepare OPUS-MT models for the public model hub
making them available to the NLP community and also accessible through the online inference API.

Similarly, we also integrate OPUS-MT models in the European Language Grid (ELG). Dockerized
OPUS-MT servers run on the ELG platform making it possible to directly access translation models
from the ELG cloud services and the APIs provided by the infrastructure. The same docker images can
also be downloaded from DockerHub and may run locally or on other cloud infrastructures.

Addressing the needs of professional translators is done by OPUS-CAT,? a collection of tools and plug-
ins that add the power of OPUS-MT to computer-assisted translation (CAT) workflows in Trados Studio,
memoQ, and OmegaT. In some CAT tools, such as Wordfast, OPUS-CAT can be used by connecting
directly to its API through a custom MT provider functionality. OPUS-CAT also includes a Chrome
browser extension, which makes it possible to use OPUS-MT in browser-based CAT tools. The Chrome
extension currently supports Memsource® and XTM. ! Different to other solutions, OPUS-CAT runs MT
locally and does not require to send data to any external service. This has huge advantages in terms of
data privacy and security and also enables fine-tuning of local translation engines on custom data without
compromizing data safety.

3.2 Benchmarks and evaluation

Monitoring language coverage and translation quality is important to keep track of the progress in our
mission to improve language support and cross-lingual information accessibility using open MT solu-
tions. Therefore, we systematically run benchmarks on all our models using a wide range of test sets
coming from established evaluation campaigns. Automatic evaluation is certainly not sufficient but still

7https://huggingface.co/transformers/
8https://helsinki-nlp.github.io/0PUS-CAT/
9https://www.memsource.com/

Onttps://xtm. cloud/
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provides a good indication of quality especially if several benchmarks are used in parallel instead of
relying on single test sets.

We aim at a comprehensive collection of benchmarks!! and results are stored in a public repository,'?
which can be explored in a public leaderboard.!3 Translation results are also kept in the same repository
to make it possible to run further qualitative studies on actual output of each model. Finally, we also
create dynamic maps that visualize language coverage according to geographic locations of languages
supported by OPUS-MT (see Figure 2).

4 Conclusions

Above, we have shown how OPUS developed from a small data collection initiative to a mature ecosys-
tem for research on large coverage machine translation. All the components connected to OPUS provide
a complete framework for systematic experiments and state-of-the-art neural MT development. The main
building blocks refer to data collection, data curation, model training, system evaluation as well as de-
ployment and MT integration tasks. The data collection itself is extensive but the coverage of released
MT models is also impressive already. A lot of further work is on-going including the implementation of
modular multilingual machine translation and the development of speed-optimized compact translation
models using various kinds of knowledge distillation and quantization. Further integration into end-user
applications on various devices are planned as well and translation quality and language coverage are
constantly improved.
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Abstract

This paper describes a corpus study on Swedish binomials, a special type of multi-word expres-
sions. Binomials are of the type X conjunction Y where X and Y are words, typically of the same
part-of-speech. Bendz (1965) investigated the various use cases and functions of such binomials
and included a list of more than 1000 candidates in his appendix. We were curious to what extent
these binomials can still be found in modern corpora. We therefore checked this list against the
Swedish Europarl and OpenSubtitles corpora. We found that many of the binomials are still in
use today even in these diverse text genres. The relative frequency of binomials in Europarl is
much higher than in OpenSubtitles.

Foreword

It is a great honor to contribute to this Festschrift for Lars Borin. Lars has been our source of inspiration
for many years. He worked on parallel corpora (Borin, 2002) and word alignment (Borin, 2000) before we
thought about it. He published on named entity recognition for the digital humanities (Borin et al., 2007)
and (Borin et al., 2014), on the architecture and processing pipeline of Swedish Sprakbanken (Borin et
al., 2012) and (Borin et al., 2016), and many other topics.

Over the years we profited enormously from meetings and discussions with Lars. In addition to being
a knowledgeable discussion partner, we would like to thank him for being a great colleague and friend.
We dedicate our little corpus study to him.

1 Introduction

Binomials are an interesting case of multi-word expressions. Binomials are patterns of the type X con-
Junction Y where X and Y are words, typically of the same part-of-speech, connected by a conjunction
(most often by and or its equivalent in the respective languages).

Some time ago, we investigated adverbial binomials (Volk et al., 2016; Volk & Graén, 2017; Graén &
Volk, 2021) in a number of languages. Our study was initially motivated by the observation that some such
binomials are homonyms with coordinated prepositions (e.g. DE: ab und zu, EN: on and on, SV: till och
med) and require special treatment in automated language processing. We searched our corpora for special
PoS patterns (e.g. with adjectives, adverbs, particles and prepositions) and measured the idiomaticity of
candidates with the reversibility score, cf. Mollin (2014)", with a mutual information score and with an
entropy measure in order to identify larger fixed expressions containing the binomial (e.g. FR: d’ores et
déja, DE: mehr als je zuvor, EN: both internally and externally, SV: om och om igen).

For Swedish we found that #ill och med is by far the most frequent adverbial binomial, followed by forst
och framst and helt och hallet. Modern Machine Translation systems are surprisingly good at translating
these fixed expressions, but parsers often have difficulties integrating them correctly into the syntactic
structure.

'Tf X conj Y is much more frequent than Y conj X, then this is evidence for a fixed (i.e. idiomatic) expression.

Martin Volk and Johannes Graén. 2022. Binomials in Swedish corpora — ‘Ordpar 1965 re-
visited. In Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and Learn —
Festschrift in honor of Lars Borin, pages 139-144. Available under CC BY 4.0 139



buller och brak (férr aven: brak och buller) (da.) B 4132, 4571
buller och biang 13, 18, 22, 34, 70, B 4571

buskar och trid (ty.)

butter och tviir

bygga och bo (dven: bo och bygga) (da.) 18, 22, B 3651

béage och lyra 79

béinda (, bryta) och bricka (ty.)

binkar och bord, se: bord och biankar

béra eller brista (da.) 8, B 4236

bavan och skrick 18

béna och be 22, 33, B 4882

dag och natt (gr. lat. it. fr. ty. eng. da.) 7, 8, 11, 20, D 15f., Holm
dagen och stunden (Matt. 24, 36 o. 25, 13) Holm

dagligen och stundligen 19, D 136

diktan och traktan (ty. da.) 19, 27, D 1351 f., Holm

dimma och dis (dis och dimma) (da.)

Figure 1: Excerpt from the Ordpar appendix in (Bendz, 1965), page 93. The examples display ordering
variants, language information (da., ty., gr., lat., etc.), and optional parts (e.g. bryta) as well as references
to the Bible and other publications.

A recent publication in Spraktidningen (Landberg, 2022) reminded us that the topic of word pairings
is still relevant for linguistics and also of interest for the social sciences. The article highlighted the use
of coordinated words in political discourse. We therefore returned to an open edge of our previous work.

During our past investigation we had encountered (Bendz, 1965), an early work on Swedish binomials
which includes an appendix with more than 1000 candidates. For the current paper, we turned this list into
a computer-digestible format (and termed it “the Ordpar list” after the book’s name). And we checked the
binomials of this list in two corpora of Swedish. We are interested to find out which of these binomials
are used in modern Swedish.

1.1 The Ordpar list

Bendz (1965) introduces his list as: “Nedan foljer en forteckning &ver svenska ordpar (samt nagra lan-
gre sammanstéllningar) av hogst olika lder, typ, stilvalor och frekvens. ... Listan omfattar endast ordpar
vilkas komponenter dr samordnade med ‘och’, ‘eller’, ‘men’ eller asyndetiskt ... Den dr givetvis inte pa na-
got sitt fullstandig, men, sérskilt vad betréffar synonymier, tillrdckligt rikhaltig for att vara representativ.”
(Bendz, 1965, page 90).

After the first step of scanning, digitizing and structuring the list, we counted 1183 raw entries for
Swedish?. The vast majority (987) are X och Y cases, where X and Y consist of only one token. See
figure 1 for examples. Only 13 entries are of the type X eller Y (here: bdira eller brista), and 5 entries are
of X men Y.

In addition, there are entries with alternatives of the three conjunctions (12 entries with och-+eller (e.g.
tid och (eller) tillfiille), 4 entries with eller+och (e.g. mer eller (och) mindre), and 2 entries for men+och
(e.g. sakta men (och) sikert)). We assume that the order of the conjunctions indicates a preference.

This leaves 160 entries in the Ordpar list with other characteristics. Many of them contain another token
either as a modifier (e.g. fldsk och bruna bonor), in a larger expression (e.g. mellan barken och trddet),
or in a listing (e.g. guld, rékelse och myrra). In a number of cases, the additional token is in parentheses
and constitutes a variant (e.g. blommor (blomst) och blad(er)). We decided to unfold these cases into new
entries. This means, we interpret this entry as standing for blommor och blad, blomst och blad, blommor
och blader, blomst och blader. In this way we processed 139 variant entries and unfolded them to 300
generated candidates.

It should be noted that the original Ordpar list contains 88 entries in both orders (e.g. it contains both
kall och klar and klar och kall) which we counted as two entries so far. For some of these entries Bendz

’Bendz (1965) also features shorter lists of binomials for German, English, French, Italian, Spanish, Latin, and Greek, which
we ignore here. We make the digitized Swedish list available at https://pub.cl.uzh.ch/purl/ordpar_list
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X cC Y fX,C) f(C.Y) f(X.C,Y) localMI f(Y,C,X) OS rank

till och med 8037 16756 6621 0,002031 7 1
forst och  friamst 3916 3938 3857 0,001442 13
helt och  haéllet 3188 2532 2532 0,000970 5
i och med 4089 16756 3008 0,000909 13 31
var och en 2078 13899 1768 0,000558 7
saker och ting 1334 1219 1217 0,000509 2
klart och  tydligt 1357 1476 1121 0,000456 116 17
mer eller mindre 812 910 799 0,000 346 1 8
grund och  botten 843 625 624 0,000273 27
helt och  fullt 3188 694 590 0,000222 2 53
kvinnor och  barn 2818 813 589 0,000220 49 11
sétt och vis 1764 396 386 0,000 156 6
forr eller senare 230 257 228 0,000110 3
ar och  forblir 955 280 236 0,000 100 90
en och samma 554 602 229 0,000095 25
rittigheter och  skyldigheter 5293 335 258 0,000090 20 426
tack och lov 247 167 167 0,000081 4
fullt och  fast 177 194 140 0,000 068 3 107
rtt och  riktigt 801 216 155 0,000066 2 225
lugn och ro 207 134 132 0,000 065 9

Table 1: List of Ordpar binomials in Europarl ranked by the local mutual information score
local-MI(X,C,Y"). Please note that f(X,C,Y) is the frequency of the triple X conjunction Y while
F (Y, C, X) displays the frequency of the reverse order, if at all present in the corpus. The rightmost col-
umn displays the rank in the OpenSubtitles corpus.

identifies the preferred order (e.g. “reda och ordning — oftast: ordning och reda”). In a few cases, the
preference information comes with a temporal judgment (e.g. “jdmt och samt — forr dven: samt och jimt”).
We mark all these double-order entries since we will check both orders for all binomials always in order
to compute the reversibility score.

To many entries, Bendz (1965) added information about corresponding occurrences of the binomial in
other languages: Danish (200 entries), German (132), Latin (27), English (19), and single digit numbers
for Dutch, French, Italian, Spanish, Hebrew and Greek. And many binomials in the list also have refer-
ences to the Bible (e.g. anda och sanning; véigen, sanningen och livet), to Svenska Akademiens Ordbok
and to other previous work. Interestingly Bendz’ Ordpar list does not contain any reduplication binomials
(as e.g. mer och mer, igen och igen).

Our goal is to check the occurrence frequencies of all Ordpar entries in the Swedish parts of the Europarl
(Koehn, 2005) and the OpenSubtitles corpus (Lison & Tiedemann, 2016), and see by comparison whether
binomials show a stable distribution pattern. The input to our investigations in the following sections are
1101 binomial candidates of the type X conjunction Y explicitly or implicitly in the Ordpar list.

2 Binomials in the Swedish Europarl corpus

We cleaned the Europarl Corpus for corpus linguistics studies (Graén et al., 2014). And we processed
both the Europarl and the OpenSubtitles corpus with Stanza (Qi et al., 2020), which leaves us with 35 and
240 million token, respectively. After cleaning and unfolding, the Ordpar list contains 1055 binomials of
type X och Y (some of which are form variants as described above). We searched all 1055 binomials in
both orders (i.e. as X och Y and as Y och X) in both corpora.

In order to measure the idiomaticity we computed the local mutual information scores (local-MI) for
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X c Y fX,C) £C)Y) f(X,C,Y) Ilocal-MI f(Y,C,X) EP rank

till och med 19649 27858 16017 0,000851 1
saker och ting 5816 4214 4187 0,000266 6
forr eller senare 2916 3056 2816 0,000 189 13
tack och lov 3498 3012 2789 0,000185 17
helt och  hallet 2480 2135 2119 0,000 145 3
sitt och vis 2671 2219 2130 0,000 145 2 12
var och en 4493 49610 2650 0,000126 13 5
mer eller mindre 1512 1602 1379 0,000097 2 8
lugn och ro 2357 1423 1328 0,000091 1 20
in och ut 11382 2645 1590 0,000090 573 111
kvinnor och barn 2304 3413 1291 0,000081 23 11
fram och tillbaka 3535 2008 1178 0,000074 4 31
forst och  friamst 2150 1081 1056 0,000073 2
liv och dod 4664 1697 987 0,000061 8 51
vianta och se 1211 14116 897 0,000050 39
kott och  blod 1283 1165 701  0,000048 10 122
klart och  tydligt 907 834 632 0,000046 27 7
in eller ut 899 662 593  0,000044 181 199
dag och  natt 3009 652 621 0,000041 212 68
gott och ont 1112 630 542 0,000039 26 57

Table 2: List of Ordpar binomials in OpenSubtitles ranked by the local mutual information score
local-MI(X, C,Y'). Here also f(X,C,Y) is the frequency of the triple X conjunction Y, and f(Y,C, X)
is the frequency of the reverse order, if at all present in the corpus. The rightmost column displays the
rank in the Europarl corpus as an indication of the varying prominence of the binomial in different text
genres.

all candidates “X C Y” where C is the conjunction.? For this we used the bigram frequencies of “X C”
and “C Y” in comparison with the frequency of the triple “X C Y”. Our formula is

f(X,CY) « log N x f(X,C)Y)

local-MI(X,C,Y) = —— 821X C) x f(C,Y)

with N being the number of tokens in the corpus. In this way, the local-MI score predicts the probability
of “X C” being followed by Y, and the likelihood of “C Y” being preceded by X. A shorter way of writing
this with “Observed” versus “Expected” variables (the respective frequencies divided by N) is

local-MI(X,C,Y) = O x log, %

We first search with lower-cased tokens from the corpus which results in 29 345 binomial occurrences
of 431 different types in Europarl and 69 849 occurrences of 834 types in OpenSubtitles.

Table 1 shows the Ordpar binomials with the highest local mutual information scores in the Europarl
corpus. Out of the 431 different binomials 86 occur in both orders, 49 with a combined frequency of 10
or more. We observe that the top candidates have clear ordering preferences with very few occurrences in
the reverse order. On the opposite end with more balanced variants (and thus allegedly more composite
meaning) are nu och da vs. da och nu (9 vs. 7), sedlar och mynt (78 vs. 48), and hoger och vinster (38
vs. 24). Since our Europarl corpus is lemmatized, we may alternatively search the Ordpar binomials via
the lemmas in the corpus. In theory this will conflate e.g. hel och full (173 hits) and helt och fullt (425

3See Evert (2008, page 1226) for a motivation for this measure.
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PoS Europarl OpenSubtitles

frequency ratio frequency ratio
ADJ 92979 21,2% 96238 11,6%
ADP 14180 3,2% 30465  3,7%
ADV 17414  4,0% 74891  9,0%
NOUN 277744 63,3 % 334606 40,2 %
PRON 7479  1,7% 142737 17,2%
VERB 29242 6,7% 153321 18,4%
Total 439038 832258

Table 3: List of absolute and relative frequencies of different PoS in binomial configurations.

hits) into the same binomial and combine their frequency counts. But since the Ordpar binomials are
not lemmatized systematically, this does not work. Therefore we search only over the word forms in the
corpus.

The PoS tags for the found binomials are not perfectly reliable since often the binomials constitute a
special syntactic environment. But the top frequencies of the PoS pairs for the Ordpar binomials might
still give us an indication of the most typical ones. The most frequent PoS pairs are adverbs (14 456 hits),
nouns (5156), adjectives (2698), pronouns (1860), and verbs (449).

For the other conjunctions (eller, men) we run the same counting experiments. The unfolded Ordpar
list has 32 binomials with eller which we investigate in either order (via 59 trigger words involved). We
find a total of 18 binomials in Europarl (when searching via tokens, i.e. word forms), but only four of them
add up to more than 10 hits: mer eller mindre (799 hits), forr eller senare (228 hits), liv eller déd (21 hits),
and nu eller aldrig (12 hits). The unfolded Ordpar list contains 8 different binomials with the Swedish
conjunction men, 3 of which occur in Europarl: sakta men sdkert (101 hits), ldngsamt men sdkert (13
hits) and hdrt men rdttvist (1 hit).

Overall this means that Ordpar binomials occur a total of 29 345 times (28 111 for och, 1095 for eller,
115 for men and 24 for other conjunctions, namely om, som and éver) in Europarl (when counted via word
forms) which corresponds to a relative frequency of 838.4 per 1 million tokens in the Europarl corpus.

3 Binomials in Swedish OpenSubtitles

For comparison we investigate the Swedish OpenSubtitles corpus (240 million tokens) with the same
methods as above.

Table 2 shows the top ranked binomials from the Ordpar list. Many binomials differ in rank because
of the different text genre. For example /iv och dod which is on rank 14 in OpenSubtitles, is only on rank
51 in Europarl. It is also noteworthy that in och ut has a high local-MI score even though it also has a
frequent reversibility option (1590 vs. 573).

Based on the Ordpar list we find 69 849 binomials in OpenSubtitles. This results in a relative frequency
of 290.6 Ordpar binomials per 1 million tokens in OpenSubtitles.

We also calculated the frequencies of binomial candidates in both corpora, searching for the pattern
X conjunction Y with X and Y being of the same PoS (shown in Table 3). This gives us an indication
of the typical types of binomials in each genre. In comparison, we clearly see that binomials are much
more popular in Europarl and that adjective and noun binomials are used considerably more often in the
Europarl debates (with OpenSubtitles being 8 times in size).

4 Conclusion

The Ordpar list as compiled by (Bendz, 1965) more than 50 years ago still serves as a source of inspiration
for the investigation of binomials today. It is fascinating to observe that many of the idiomatic binomials in
the Ordpar list are still in use in modern texts as diverse as parliamentary proceedings and movie subtitles.
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As suspected we find more binomials in parliamentary proceedings (Europarl) than in subtitles. We
suspect that this is due to the constraint that subtitles must be short and concise, whereas binomials are
often repetitive (e.g. forst och framst instead of forst) and thus add to the length.
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Abstract

Intelligent Computer-Assisted Language Learning has been one of Lars Borin’s research interests.
The work on the Lérka language learning platform has started under his coordination. We see it
our mission to make the platform live and prosperous, and through it to stimulate research into
Swedish as a second language. Below, we name some weaknesses we have identified in Ldrka
while working with a course of beginner Swedish and outline our plans for tackling those.

1 Introduction

Research agenda is — by definition — driven by the research needs. However, the aim of the research
is to explain the world around us as well as to explore and outline new ways of approaching certain
phenomena (Hempel, 1967). It should, thus, aim to align with the real world needs, at least to a certain
degree. This is especially true of research aimed at language learning.

Sprakbanken Text! has for at least a decade been involved in research around Intelligent Computer-
Assisted Language Learning (ICALL), with the major focus on Swedish as a second language (L2
Swedish), for example, Volodina et al. (2016), Pilan (2018), Alfter (2021). As part of these research
activities, a platform for language learning, Léirka,” has been implemented (Volodina et al., 2014; Volo-
dina & Pijetlovic, 2015; Alfter et al., 2019a). Ldrka is used for staging experiments, testing prototypes,
for demo purposes as well as for collection of research data and learner logs for further analysis.

Probably, the most significant impact of Ldrka on research could be expected from research data col-
lection, which could feed into new research insights relevant for the field of L2 Swedish and Second
Language Acquisition (SLA). However, the major problem has up to now been to attract language learn-
ers to use Ldrka. While Lérka exercise types demonstrate the capacity to use language technology for
language learning purposes, the basic pedagogical aspects, unfortunately, are not considered, and that is
a hypothetic reason why neither teachers nor learners see benefits of using the platform to the extent that
can help generate new research data. The basic question is therefore — how can this be changed?

The recent effort by the authors to set up a self-study course in basic Swedish for Ukrainian refugees,
SwedishFromScratch’ (SFS), has become a well-needed reality check. SFS, the course which we make
available through a dedicated channel on the social media platform Telegram® — while having the initial
aim to help one of the authors’ relatives fleeing from the war in Ukraine — has collected over 1800
followers in a couple of months. We receive messages from the users with thanks, reported problems and
requests for desired features and materials (all of which witness active usage). That extent of acceptance
has taken us by surprise and put the previous work on Lérka into a new perspective, which we are trying
to analyze and present in this paper.

! https://spraakbanken.gu.se/

Zhttps://spraakbanken.gu.se/larkalabb/
3https://spraakbanken.gu.se/en/research/themes/icall/swedish-from-scratch
“https://t.me/quizletdswedish
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Below, we describe Ldrka and the course SwedishFromScratch (Sections 2 and 3), present our insights
from comparison of the two (Section 4), and conclude by our plans to move forward (Section 5).

2 Lirka in a nutshell

Lirka is a research platform that offers, among other things, automatically generated exercises based on
authentic corpus material (Volodina et al., 2012; Pildn et al., 2014; Lindstrém Tiedemann et al., 2016),
a text evaluation tool (Pildn et al., 2016), a lexicographic annotation tool (Alfter et al., 2019b), and the
Swedish L2 profile (Volodina et al., 2021).

For exercise generation, there are highly customizable linguistic knowledge exercises for parts-of-
speech, syntactic relations, and semantic roles (Volodina et al., 2014; Pilan & Volodina, 2014). For
language learners, there are multiple-choice exercises (vocabulary and inflection), a listening exercise
(Volodina & Pijetlovic, 2015), and two gamified exercises: Wordguess, a hangman-type game based
on dictionary translations, and a particle verb exercise based on parallel multilingual corpora (Alfter &
Graén, 2019).

3 SwedishFromScratch: an outline

SwedishFromScratch is a free course that can be followed by anyone using Telegram channel where
notifications about new lessons are sent to subscribers. Up to now the course has been a combination of
several types of lessons:

1. Quizlet lessons’ primarily introduce Swedish vocabulary and phrases with their pronunciation and
translation into Russian. We select vocabulary for training ourselves and create Quizlet flashcards
manually. A set of exercises are automatically generated by Quizlet based on the flashcards, e.g.
listening, spelling, translation, matching, test. Besides, we also introduce and train some grammar
phenomena using Quizlet functionalities. The collectiion of lessons is cotinuously growing.

2. Clilstore lessons® present texts for practicing reading which we write ourselves (with a few ex-
ceptions) to avoid copyright issues. On the starting page, one can select language sv and order by
Title. The numbered texts (currently at A1-B1 levels) belong to this course. Once inside a text, the
Clilstore platform (Gimeno & Dénaill, 2008) allows to click on words, which opens a window for
dictionaries to the right. The user can set a language for translation (Russian is this case) and a
dictionary, e.g. Lexin (Hult et al., 2010) at the beginner levels. Currently, there are 24 Clilstore texts
connected to the SFS course, and the collection is constantly growing.

3. Grammar explanations are reused from several sources, among others SFI grammar’ that we trans-
late into Russian,® and online encyclopedia of Swedish in Russian (Maslova-Lashanskaya, 1953).°

4. Grammar exercises'? are based on the course texts we publish in Clilstore. The texts are uploaded

to the generator, automatically analyzed for parts-of-speech, and gapped items are generated for a
selected word class. To avoid errors, automatic annotation is manually checked, which is currently a
bottleneck in the process. Only the first six texts out of the 24 available are prepared for the grammar
exercise training module.

5. Third-party open materials are used to complement the course, e.g. UR sprdkplay'' a set of films
and series with subtitles for each phrase you hear, and a translation into the language you choose.

5https://quizlet.com/clas5/22036236/

Shttps://clilstore.eu/clilstore/

Thttps://sfipatxi.wordpress.com/grammatik/

Shttps://elenavolodina.github.io/SwedishFromScratch/Grammar

“https://svspb.net/bok/

10A prototype of an exercise: https://spraakbanken.gu.se/larkalabb/sfs/?lesson_number=3&pos=NOUN&tl=english
Uhttps://www.ur.se/sprakplay/#/programs
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Strengths Weaknesses
Quizlet Teacher control (item selection) Manual
Pronunciation Slow to create a lesson
Automatic exercises No support to link to a text
Automatic tests & games No text-based vocabulary selection
Freely available for reuse No automatic translation suggestions
No format for grammar training exercises
No data collection
Clilstore Teacher control Manual
Full texts No pronunciation (TTS or recordings)
Level mark-up (CEFR) No support to link to a set of exercises
Automatic translations (word level) No text-based exercise generation
Freely available for reuse No data collection
Grammar Online and available (in some No paragraph indexing
materials languages) No adaptation to learner levels
Comprehensive (some) Beginner grammar need to be in
Indexed (roughly) languages learners already know, e.g.
English, Arabic, ...
Grammar in Swedish from intermediate
levels (and in easy Swedish)
Larka Automatic text analysis No teacher control

Automatic word classification by
levels

Freely available

Automatic exercise generation
(vocabulary, grammar)
Text-to-speech

Data collection

No support to automatically translate
texts vocabulary into relevant languages
No support to link texts with exercises
No support to link exercises to grammar
No learner accounts

No teacher accounts

Figure 1: Pros and cons of the used tools.

All lessons are sequenced in the order they are suggested to be learnt. Learners may follow a different
path, if they wish, repeat lessons, skip lessons or take a break in the course. Since this is a self-study
course, learners can also adapt the course to their time restrictions.

In the process of preparing lessons, we function as teachers, search for tools that can address the course
needs, and continuously evaluate Ldrka from that point of view.

4 Lessons learned

Previous research, e.g. Arhar Holdt et al. (2020), Burstein et al. (2009), suggests that teachers are likely
to adopt (technical) innovations only if those can fit logically into teachers’ daily routines. In this connec-
tion, Burstein et al. (2012) identify five critical components for technical innovations aimed at language
classrooms, three of which we mention here:

» Relevance to the curriculum standards and lesson objectives, i.e. suggested technological solutions
should be able to provide support with immediately relevant tasks.

* Ability to keep learners motivated and focused on the learning goals, i.e. the innovations should not
distract from the learning goals, but help concentrate on them.

* Potential to independent practices, i.e. technical solutions should facilitate independent learner work,
e.g. creation of activities that can be given to learners for self-study or homework.
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Word Lemma POS Alternative answers @ @@
Vad vad PRON
treviigt trevlig ADJ
' ! PUNCT
Jag jag PRON
talar tala VERB
svenska svenska NOUN

(a) Manual correction

Generate exercises for the following POS:
NOUM

VERB

ADJ

[ apv

PRON

] Num

] ART

sUBJ

INTJ

Exclude first sentence from exercise generation
Exclude last sentence from exercise generation

Include only every 4th

Preview exercise m Discard

(b) Exercise options

Figure 2: Authoring tool prototype.

Exclude
Multiple choice distractors from
exercise

O

~ word for exercise generation

Delete

Insert linebreak after this

All of the above criteria are met by the SwedishFromScratch, and only the last one can be claimed to be
met by Ldrka. Most critically, the exercises in Lérka use random words of a certain level of proficiency
for exercise generation. This does not encourage learning, since the vocabulary scope is too wide. In
the best case, random selection of vocabulary items facilitates testing or brings gaming experience. For
learning, there is a need to limit the number of words for each session, so that learning can actually occur.
Therefore, one important lesson from our SFS initiative is that we should offer teachers or learners control
over what they use for a lesson, e.g. a possibility to enter the words for training themselves, limiting the
scope to the relevant items.

Another issue concerns the context of Ldrka exercises. Sentences, that are currently a unit used for
exercise generation, are exempt of copyright issues. However, they cannot frame a focus for a whole
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lesson. Texts are a much better alternative in this respect. Even available texts on the Internet may still
have copyright problems if used for other purposes than the ones intended by the authors. Thus, the
option to upload their own texts or texts that they are sure can be used should at least be offered to the
users (cf Clilstore concept). This way we could collect through Ldrka free reading materials for future
uses and to generate lesson materials based on those texts, for example covering vocabulary training,
morphology and grammar exercises, as well as syntax-focused exercises.

Figure 1 provides a summary of further pros and cons over the various tools discussed here. A look at
those suggests that each of these tools offers a unique type of language learning material generation and
sharing, but is insufficient on itself for setting up any comprehensive language learning course.

5 Research and practice: agenda

Returning to the question we asked at the beginning of this article — how can we attract more users to
Ldirka and stimulate growth of learner-produced data for research — we can summarize the following:

In the best of worlds, Lérka’s NLP-based algorithms should be coupled with the functionalities offered
by Clilstore (texts with translation) and Quizlet (flashcards and exercise generation) or similar to achieve
maximal flexibility and usefulness for teachers and learners, and as a consequence to stimulate users to
produce research data. Importantly, this would form a sound pedagogical basis for creating self-study
courses, collecting all the currently distributed modules (in SFS or any other potential course) into one
space, offering

— for teachers — an easier way to author a language lesson or a course;
— for learners — a convenient way to follow the course;
— for researchers — a safe and stable way to collect user-generated data (with access to learners).

Language Muse (Burstein & Sabatini, 2016; Burstein et al., 2017) has used this type of approach and
it has shown to be working for both teachers, learners and researchers. Some planned practical step to
achieve the above in Ldrka is to provide an authoring tool that:

1. Incorporates manual correction of automatic processes such as POS annotation (Figure 2).

2. Generates gap cloze items and potentially other items out of texts.'?

3. Follows standard conventions such as leaving the first and last sentence in a text intact, replacing
only every x-th word, . ..

4. Gives more control to the course preparer by generating exercises semi-automatically based on
choices made by the teacher.

5. Can be extended to allow for more diverse types of exercises.

The current prototype (Figure 2) offers some of the above-mentioned control to the course author.

To summarize, we have two major conclusions to draw from this experience. First is a general one:
researchers need to have periodical reality checks to understand how to adjust their research agenda to
reality in order to prevent their research from turning into a selfish playground. Second conclusion has
relevance to the ICALL field: by giving (certain) control to teachers and learners, ICALL platforms (e.g.
Ldirka) may become a win-win platform for both pedagogical and research scenarios - an insight that we
would not have gained without the reality check with the SF'S course.
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Abstract

Morphology and lexical resources are known to be two of Lars Borin’s biggest research passions.
We have, therefore, prepared a short description of a new kind of a lexical resource for Swedish,
the Swedish Word Family. The resource is compiled based on learner corpora, and contains lexical
items manually analyzed for derivational morphology.

1 Introduction

In the past couple of years, we have compiled a Swedish Word Family (SweWF) resource to study word
formation mechanisms in the Swedish learner language (publication is in preparation). SweWF can boast
unique features that differentiate it from the majority of other word (and morpheme) family resources,
e.g. Kortvélyessy et al. (2020), Nikolaev et al. (2019), Hiebert et al. (2018), Zeller et al. (2013), Baayen
et al. (1996), Bauer & Nation (1993):

1. we include compounds among the family members

2. we include multi-word expressions in the families

3. all lexical items in the SweWF resource contain other types of associated information, so that it is
possible to use lemmas, lemgrams and sense-based units for comparisons with, for example, reference
L1 corpora, depending on the type of units used in the reference corpora

4. the resource is descriptive in nature and as such it is possible to use it for both teaching and research.

The Swedish Word Family, based on the first version of CoDeRooMor (Volodina et al., 2021), contains
16 230 sense-based lemgrams organized into 4 400 word families (i.e. through shared roots). The size of
each particular family varies between 1 and 281 members. Most numerous are the families where the root,
if taken individually, is a preposition/particle, e.g ut (‘out, towards’), including such family members as
utbildning (‘education’), urslapp (‘exhaust, release’), soderut (‘southward’).

The distribution of word families by their size in L2 Swedish corpora is shown in Figure 1 and Table 1.
Families with few members (1-9) constitute the majority of all families (87%), with only 13% of families
containing 10 or more members. Around 42% of word families (1868) in the Swedish word family
resource are singletons containing only one family member (e.g. one word like asfalt, astma, alzeimers).
Less than one percent of the families contain 61-281 members and these groups consist of roots that are
nearly exclusively either Scandinavian or common Germanic words.

The Swedish word family resource shows that word families with fewer members more often tend to
contain loanwords in contrast to the word families with larger number of members.

Elena Volodina, Yousuf Ali Mohammad and Therese Lindstrom Tiedemann. 2022. Lyxig
spraklig fodelsedagspresent from the Swedish Word Family. In Volodina, Dannélls,
Berdicevskis, Forsberg and Virk (editors), Live and Learn — Festschrift in honor of Lars Borin,
pages 153-160. Available under CC BY 4.0 153



Number of word families (axis Y) per number of unique members per word family (axis X)

—# word families

Figure 1: Distribution of word families by number of members.

Nr of word familes Family size Percent of all word families Examples

1956 1 44.45 asfalt, astma, alzheimers

1886 2-8 42.86 lyx: lyxa, lyxig, lyxliv, ...

370 9-20 8.41 Sfam: familj, familjfoto, ...

159 21-60 3.61 nord: nordisk, Nordamerika, ...
15 61-100 0.34 sprak: spraklig, sprakljud, ...
14 101-281 0.32 dag: mandag, daglig, ...

Table 1: Statistics over family sizes.

2 Hypotheses and case studies

The Swedish Word Family resource presents an opportunity to trace various trends in the language, in-
cluding linguistic, cultural and cognitive ones. In this paper we are looking into the following hypotheses:

(a) Simpler words (consisting of a minimal number of morphemes) within each family appear at
earlier levels and are more frequent.

(b) Related to above: relations between word family members are complexity ordered through
word formation mechanisms (inspired by Lango et al. (2021)) which is reflected in the order of
appearance of the new word family items in receptive and productive data.

2.1 Case Study 1: distribution of simplex root lexemes

To look into this hypothesis, we start from an analysis of the distribution of distinct simplex root lexemes
over the two corpora. By simplex root lexeme we understand lexical items that consist of one morpheme
only, namely strictly of one root, e.g. dag ("day’). By being distinct we mean that we account for each
simplex root lexeme only once, at the level where they occur for the first time. For example, dag may
have been used for the first time at A1 level, but is repeatedly used at all other levels. We count dag only

once, at the level of its first occurrence (i.e. A1). We, thus, do not count dag among root lexemes at levels
above Al.
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Total Al A2 B1 B2 C1 C2
SweLL pilot 1108 254 (52%) 347 (39%) 207 (22%) 189  (15%) 108 (10%) 3 (5%)

(productive)  (23%) Sno se mjolk lir véird yr blind falsk botten armé  mord strom
Coctaill 2195 732 (36%) 499 (20%) 447 (12%) 361 (10%) feg 157 (71%)
(receptive) (16%) fisk gift paj skuld café dring hinder slarv tvist

Table 2: Distribution of root lexemes across the two corpora per level: absolute number of simplex root
items (and their percentage of all new items at each level).

There are a total of 2298 distinct simplex root lexemes in the Swedish Word Family resource. These
are split between receptive (2195 items) and productive (1108 items), with an overlap of 1063 items as
shown in Table 2. These simplex root lexemes are more represented at earlier levels and gradually decline
as the level of proficiency grows. Figure 2 shows that more than half of the new vocabulary at Al level
is constituted of lexemes consisting of only a root. This percentage drops gradually to 10% at C1 level
and to 5% at C2 level. The same tendency can be seen in the receptive corpus where most of the simplex
root lexemes are at Al level with 36% and the number gradually drops to 7% at C1 level.

An interesting question is whether simplex root lexemes within respective word families tend to pre-
cede items that are more complex in terms of word formation (derivations and compounds). That is,
whether learners first get acquainted with, e.g. the simplex root lexeme dag, and then learn its derivations
(e.g. daglig, dagis) and compounds (e.g. mandag, vardag). We have looked into several word families to
examine this assumption. -

2.2 Case study 2: dag-family

The dag-family (‘day’) is one of the most numerous word families in the Swedish Word Family resource
with a total of 101 members in the Coctaill corpus, 32 of which are also represented in the SweLL-
pilot learner essays. As hypothesized, the simplex item consisting of only the root, dag, is introduced
before other items at Al level together with some derivatives and compounds, namely days of the week
(lordag, fredag, etc.) and some of the words describing everyday routines, such as middag (‘dinner’),
dagis (‘kindergarden’), as well as parts of the day, efrermiddag (‘afternoon’), see Figure 3. It is obvious
from the word cloud in Figure 3 that the root lexeme dag is by far the most frequent in the dag-family at
the A1 level, judging by its relative size.

The dag-family is growing through numerous complex patterns of compounding and derivation, with
up to five roots within one item, e.g. hdr-om-dag-en (3 roots; ‘the other day’), fod-else-dag-s-pre-sent (3
roots; ‘birthday present’), son-dag-s-efter-mid-dag (5 roots; ‘Sunday afternoon’). An interesting fact is
that most family members are nouns, with only a few adjectives (daglig, gammaldags), adverbs (dagligen,
héiromdagen) and proper names, of which both designate names of newspapers (Dagens nyheter, Svenska
Dagladet); and there are no verbs apart from the multi-word expression sova middag (‘have an afternoon
nap’). o

One more interesting observation is that the most radical expansion of the family happens at A2 and
B1 levels. Gradually, the new items decrease after these two levels, with as little as only seven new items
at C1 level. This is most probably due to the “topical” nature of the word dag and the fact that daily
routines have already been well covered at earlier levels.

2.3 Case study 3: sprak-family

A predictable pattern of “easy first” can be traced also in the sprak-family, exhibiting 62 family members,
with 57 of them appearing in the Coctaill corpus (i.e. in course book texts). The root lexeme sprak appears
first at Al level in both corpora and is the only representative of the family at that level (see center of
Figure 4). We can assume that its presence in the texts has a priming effect on learners, making it possible
to combine that root with a number of other roots and affixes at the next levels.

There are a few distinct patterns that we observe in the sprdk-family development across levels:
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Root lexemes in the two corpora over levels of proficiency
60,0

50,0
40,0
30,0
20,0
10,0

0,0
Al A2 B1 B2 Cl c2

e—Swell (productive) ====Coctaill (receptive)

Figure 2: Simplex root lexemes in receptive and productive corpora.
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Figure 3: Simplex root lexemes in receptive and productive corpora.

* (numeral/adjective root) + sprak + adjectival suffix -ig, e.g. ensprakig (‘monolingual’), frisprakig
(“free-spoken’), flersprakig (‘multilingual’) — in turn, leading to a derivation pattern with suffix
-het thereof at the advanced levels, e.g. flersprakighet (‘multilinguality’).

» compound nouns, ending in sprdk, that describe various types of languages, e.g. talsprak (‘spoken
language’), rikssprak (‘state language’), yrkessprak (‘professional language’). The left hand element
is usually a noun used in attributive function. This seems to be one of the most productive patterns
of word-formation within this word family.

e sprak used attributively to characterize nouns used as a right-hand element in compounds, e.g.
sprakkurs (‘language course’), sprakfamilj (‘language family’), sprakpolitik (‘language policy’).
This pattern of word formation is highly productive, making the word family expand vastly by
Cl1 level, as shown in Figure 4.

The outlined tendencies observed in course books echo analysis of the word formation networks in
Czech and other languages, a representation of one of them shown in Figure 5. While Lango et al. (2021)
aimed at a general language description and analysis, we see similar patterns in the learner language. A
hypothesis that more complex patterns follow easier patterns requires, however, more thorough exam-
ination of far larger number of word families than we provide here, correlating those with each other
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Figure 4: Distribution of sprak-family in the Coctaill (receptive) data.

and with derivational families (i.e. families in a boarder sense, where lexical items are centered around a
shared affix, infix or other morpheme types).

aN
cnniee® N
..\:gzc\’\ﬂi A @ kachnovité D
@-kachnovity A @ kachnovitost N
@kachna N ooty
®-kachnj chnivat V (+9)
. achnit-y s L‘a"gné”w\ﬂz)
kachpe achnéni N
ne N ® achnjcj 4
Kachs..
Chnafko "

Figure 5: A word formation network for Czech. A reprint from Lango et al. (2021).

All in all, the above analysis of the sprak-family demonstrates a clear case where quite a few word-
formation patterns give rise to numerous new lexical items. An interesting fact is that most of the
sprak-family members have been used very infrequently with only a few exceptions, such as flersprakig,
hemsprak and feckensprak, all of which appear at C1 level. And, of course, the core item itself, sprdk,
dominates at all levels, not only at the level of first occurrence; which is probably easily explainable by
the course book orientation. The predominant word formation mechanism is compounding.

2.4 Case study 4: lyx-family

Most families we have looked into seem to follow the above outlined path, i.e. introducing simpler
words before more complex ones. However, an important step when examining a hypothesis is to find
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B1 B2 C1

lyx (‘luxury’); lyxa (‘to afford, in-

dulge’); lyxig (‘luxurious’)

Swell — — lyxliv (‘luxury life’)

Coctaill lyxvara (‘luxury product’)

Table 3: lyx-family

counterexamples that could trigger new insights. One of such counterexamples is represented by the
lyx-family. It contains only 5 members, distributed in the data as shown in Table 3.

A more intuitive order of introduction, following the principle of ‘easy first’, would be:
lyx — lyxa, lyxig, lyxliv, lyxvara

However, we can see that the order of appearance of the words in the /yx-family is counter-intuitive: a
compound lyxvara (‘luxury item’) appears before the simplex root item /yx (‘luxury’) and its derivatives:
lyxig (‘luxurious’) and lyxa (‘to indulge, to treat yourself to luxury’). Several explanations come to mind
(apart from the obvious one that natural languages are idiosyncratic, and do not tend to adhere to rules):

The first one is connected to the reasoning about ‘what makes an item easy’. Up to now we operated
under the assumption that the simplest morphological structure is the main characteristics of an easy
item. This is, of course, a simplified view on reality. To complicate this, semantics could be another
constituent of the simplicity equation that needs to be considered, in this case, the dichotomy between
the concreteness and the abstractness of the words in the lyx-family. All of the lyx-items at B2 level have
an abstract meaning whereas the B1 item lyxvara is concrete. From the cognitive point of view it may be
easier to acquire a concrete item (lyxvam)?lan the other ones.

The second likely explanation could be the priming effect of the second family that lyxvara belongs
to, namely, var-family. If we examine how vara (‘product, item’) is used in the Coctaill texts, we will
see that up to B1 ten (10) family members are introduced, as shown in Table 4, and all of them are
compounds except the root lexeme itself (vara, ‘product, item’). Shopping seems to be one of the central
topics in texts at B1 level, since various types of products are introduced. The word formation pattern is
very similar between five of the six items containing the root var at B1 level: ‘a modifier describing the
type of product + vara’; lyxvara falls into this pattern, and becomes the first member of the Jyx-family to
get introduced to language learners. It is possible to speak about a priming effect of statistically recursive
orthographic chunks (in this case ‘modifier+vara’), which, after repeated appearances, start to distinguish
themselves as separate morphemes (i.e. vara as a separate item, distinct from a range of modifiers, and
gradually, lyx becomes recognized as an independent lexical item).

Interestingly, even in the case of the var-family, we see that the first item introduced at A1 level is not
the root item vara, but the compound varuhus (‘store’, literally ‘house with goods’), see Table 4. Here it
would make sense to check the pattern of introduction of the hus-family members, and there is a good
reason to believe that this one would lead to another quest and become a never-ending story. But we can
also see that the issue of what is easier for a learner would be interesting to test by testing learners on
high-frequency roots, compounds and two-morpheme derivations.

Besides, the topical focus of texts influences which items that are introduced at which levels, which is a
predictable consequence of sequencing language education: learners first need to learn how to introduce
themselves and attend to their immediate needs, and gradually to lift their attention to the world around
them and topics that are no longer centered on learners (the hus-family and the var-family are two clear
examples of how central topics change over the proficiency levels in relation to learner needs) (as we
also see in the CEFR level can-do statements, of Europe (2018)).

Finally, there is hypothetically a good reason why most word families do not count compounds: com-
pounds add factors that are difficult to account for, such as exposure to the other families and influence
thereof, and since word families are often used in relation to frequency bands, compounds would be
complicated to include in the total frequency counts since they can combine a high-frequency and a low-
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Al A2 B1
matvara (‘food item’) mdrkesvara

Coctaill varuhus vara (‘product, item’); md- (‘branded item’) rdvara (‘raw product’)
(“store’) belvaruhus (‘furniture shop’)  bytesvara (‘return item’) lyxvara (‘lux-
ury item’) matvaruhus (‘food store’)
Swell — — —

Table 4: var(a)-family

frequency word family. If we disregard the compounds in the lyx-family, the pattern will become the
simplex first, all words in the family appearing at the same level with the morphologically simplest one
among them (see Table 3, B2 level). Compounds are debated in cognitive research on morphology, some
studies positing that compounds are processed as whole-word units, whereas others show evidence that
access to constituent morphemes prior to the whole compound word ensures easiness of mental access
to the item (see review of the studies in Leminen et al. (2019)). Regardless, the suggestion to remove
compounds from the analysis of word families is not viable for Swedish, since compounding is the most
widely spread word formation mechanism (cf Svensson (2022)) and many new roots/words are learnt
initially from compounds, like vara from varuhus and lyx from lyxvara. In fact, even placenames, which
are made up of compounds, have been recognised to help L2 Swedish learners learn new roots, such as
torg (‘square’) from placenames like Radmanstorget (Lofdahl et al., 2015).
To conclude, we have traced the order of learning the word lyx as follows:
hus (A1) — varuhus (A1) — vara (A2) — lyxvara (B1) — lyx (B2)

3 Conclusion and future work

We have shown that, using a descriptive resource like Swedish Word Family, it is possible to research
linguistic questions and to study language learning paths. However, there are many more application sce-
narios, for example, to utilize SweWF as a graded resource for Intelligent Computer-Assisted Language
Learning, and in particular for the area of Computer-Adaptive Language Testing, e.g. based on deriva-
tion patterns that are typical at later levels of development, for coining non-existent words for word
knowledge testing items; and many, many others.
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Abstract

Analysis of narrative structure in prose fiction is a field which is gaining increased attention in
NLP, and which potentially has many interesting and more far-reaching applications. This paper
provides a summary and motivation of two different but interrelated strands of work that we
have carried out in this field during the last years: on the one hand, principles and guidelines for
annotation, and on the other, methods for automatic annotation.

1 Introduction

This paper summarizes and motivates recent work of ours on analysing aspects of narrative structure in
prose fiction. If you (the reader) are Lars Borin, we hope that you will find this exposition interesting. We
think that it fits best with your interests in digital humanities and digital language infrastructure (Borin
et al., 2017), to which it is meant as a contribution. If you are not Lars Borin, we still hope that you
will find this exposition interesting. In particular, if we manage to convince you that analysis of narrative
structure is an excellent testbed not just for people interested in literature but for NLP in general, we will
be happy.

In terms of methodology, our work is rooted in linguistics and NLP, but we have also adopted relevant
concepts from narratology, the field in which narratives in all their forms are studied. A central notion
here is the distinction between three layers of abstraction (for which the terminology differs): a narrative
text as told by a narrator (and which is what the reader sees); the sfory, which corresponds to the chrono-
logical and causal sequence of events in the fictional world; and the discourse, which is the sequential
organization of the story by the narrator (with events typically presented in non-chronological order).
These three layers can be associated with a “who?”, a “what?” and a “how?”, respectively, and the ques-
tion “Who tells what, and how?” can thus be taken as an outline of the goal of narrative analysis (Jahn,
2021, Figure 2, page 17). Incidentally, this is a much harder question than the one typically associated
with traditional NLP, “Who did what to whom?”, something that we will return to below.

We have approached the analysis of narrative structure in two ways: First, by developing a series of
annotation guidelines and using them for successive manual annotations; and secondly, by developing
methods for automatic analysis based on our own annotations as well as those of others. In the following,
we will give an account of these two strands of work, and will end by discussing why we are doing this.

2 Annotation guidelines

Annotation of narrative phenomena in prose fiction (whether manual or automatic) is relatively recent
in computational linguistics; among the first approaches is Elson et al. (2010). In contemporary narratol-
ogy, annotation barely plays any role at all (Reiter et al., 2019a, page 17). However, a recent event which
spurred interest in this area was the Shared Task on Systematic Analysis of Narrative Texts through An-
notation (SANTA), first announced in 2017 and organized in Germany (Reiter et al., 2019b; Reiter et
al., 2019a). The format of SANTA emulated a shared task in NLP, but the difference was that what was
compared was not systems but annotation guidelines. More specifically, the task in SANTA was annota-
tion guidelines for narrative levels, a term introduced by Genette (1983), meaning roughly subordination

Mats Wirén, Adam Ek and Murathan Kurfali. 2022. Annotating the narrative: A plot of scenes,
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and Virk (editors), Live and Learn — Festschrift in honor of Lars Borin, pages 161-166. Avail-
able under CC BY 4.0 161



in the sense of stories in stories, or phenomena such as direct speech between characters which can be
thought of as a form of embedding (of quotations) relative to the narrator. The organizers provided a
selection of theoretical material as a background, but did not recommend any particular narratological
approach; rather, the participants were given free hands in terms of theoretical assumptions.

Annotation of narrative structure is much like annotation in NLP and should fulfil the same basic
objectives (or so we will assume). In particular, it should capture the crucial aspects of the phenomena
targeted, and being simple enough both for annotators to perform and for machines to learn. However,
it has two distinctive characteristics. First, narrative categories may cover very large portions of the
text, in contrast to syntactic annotation and others which are typically constrained to the sentence level.
Furthermore, the context relevant for determining a category can also be very large. In these respects, it is
similar to co-reference annotation, which is generally seen as a document-level task. Secondly, annotators
typically need to decide not just on the categories themselves but also on the spans of these categories.
This is reminiscent of named entities, for which annotators first need to identify the segment that it spans
and then decide on its category.'

Guidelines for the first round of SANTA were submitted in June 2018. Eight groups from Germany, Ire-
land, Canada, the U.S. and Sweden (us) made submissions. The participation was broad, with computer
scientists, computational linguists and literary scholars. In September 2018, the groups convened for a
workshop in Hamburg where each of the guidelines were presented, discussed and ultimately ranked. To
this end, the guidelines were evaluated both qualitatively and quantitatively. The former included concep-
tual coverage (the extent of the theoretical underpinnings), applicability (usability for annotators), and
usefulness (roughly, helpfulness for the purpose of understanding the narrative structure). The quanti-
tative measure was inter-annotator agreement. This was based on parallel annotations made prior to the
workshop by letting participants apply their own guideline, someone else’s guideline, and having a group
of students (supervised by the organizers) annotate for everyone. The guidelines, expert reviews of these
administered by the organizers, and the evaluation results were published in a special issue of Journal
of Cultural Analytics (Gius et al., 2019; Willand et al., 2019); our guideline is included as Wirén et al.
(2019).

Development of annotation guidelines is an inherently iterative process. To take advantage of the
insights gathered in the first round, the organizers decided to do a second round in which the groups
were offered to submit revised guidelines, in May 2019. Although it was not possible to hold a second
workshop, the organizers administered new parallel annotations according to the revised guidelines, and
made a quantitative evaluation of these. The results and final conclusions were published in another
special issue of Journal of Cultural Analytics (Gius et al., 2021).

Overall inter-annotator agreement improved between round 1 and 2. Also, whereas the best score in
round 1 was 0.30 (ours: 0.23), the best score in round 2 was 0.46 (which was our guideline). These scores
were measured using the y (gamma) metric (Mathet et al., 2015), where 1 means no disagreements and
0 corresponds to random agreement. The y metric was chosen since it takes care of agreement both with
respect to categories and spans, as mentioned in Section 1. In summary, the 0.46 score is not a great
result, but it was considered acceptable since this was a new task, and it was at least substantially higher
than the best agreement in the first round.

A breakdown of our annotation scheme is shown in Table 1; it is further described in Wirén & Ek
(2021). The tagset is hierarchically structured in four layers, ordered by an inclusion relation. The scheme
covers voice, that is, whether the narrator is ever present in the story or not (Genette, 1983, Chapter 5);
focalization, how much information the narrator has access to (Genette, 1983, page 189 ff.); and identifi-
cation of passages told by the narrator and passages containing the characters’ direct speech, respectively.
In addition, the scheme allows for embeddings among these latter two kinds of passages (stories in stories,
etc.). Our annotation of fictional dialogue is relatively fine-grained. We distinguish between turns and

"It might be argued that, in distinction to NLP annotation, the graphic formatting of printed prose fiction would tell us
something about narrative structure; for example, turn changes among speakers in fictional dialogue seem to regularly be
accompanied by new paragraphs. However, conventions for this vary wildly, and a basic assumption in SANTA is that narrative

annotation should be based solely on the contents of the text, and not on formatting devices such as text structure in TEI XML
or paragraphs or chapters in a printed book (Reiter et al., 2019a, page 15).
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Table 1: Hierarchical structure of the annotation scheme.

Layer Tag Description

1 <VOICE_1>, <VOICE_3> Narrator’s presence in the story

2 <FOC_UNR>, <FOC_INT>, Perspective of the narrator
<FOC_EXT>

3 <NARRATOR> Narrator’s discourse

4 <CHARACTERS> Characters’ discourse

4.1 <TURN> Turn = one or several lines with the same speaker

4.1.1 <Speaker- Line = one or several utterances with
Addressee> the same speaker and the same

addressee, and tagged with these
4.1.1.1  <NC> Speech-framing construction

lines, and annotate the identities of speakers and addressees. We also annotate speech-framing construc-
tions, which provide the narrators cues about the circumstances of the speech as opposed to the speech
itself (somewhat related to the notion of speech-framing expressions in Caballero & Paradis (2017)).

3 Automatic annotation

The SANTA shared task had a twofold aim: increasing the understanding of narrative levels, and gen-
erating annotated data for the purpose of machine learning. (The plan is to have a second, follow-up
shared task which will be devoted to automatic annotation of narrative levels based on annotations from
SANTA.) However, even before SANTA we began to explore automatic annotation of narrative structure.
Our interest in this began with direct speech, an independent narrative mode which has an interesting
“double orientation” (Koivisto & Nykénen, 2016): it can be understood both in relation to our experi-
ences of real-life conversations (by mimicking aspects of this) and in relation to the fictional world.

In the first system that we constructed, by Ek et al. (2018), our goal was to keep track of the identities
of speakers and addressees, as this is one key aspect of the structure of a story. To this end, we used an
averaged perceptron with handcrafted features for both speakers and addressees. The system relied on
three contexts: (i) the passage of direct speech in which we want to identify the speakers and addressees;
(i) the narrative passage immediately preceding this; and (iii) a global context consisting of all dialogue
and narration preceding these. We used information about the frequency with which different characters
occurred in all these, as well as mention with speech verbs, such as “...said Adam”. We compared our
system against three baselines and found that it outperformed all of them. Another finding was that the
system was better at predicting speakers than addressees.

In a spin-off from this work, Ek & Wirén (2019) were interested in identifying speech-framing con-
structions as mentioned in Section 2, in effect elements of narration appearing inside passages of dia-
logue. For example, in “Machine learning is fun, said Adam, watching the audience gleefully”, the part
“said Adam, watching the audience gleefully” is the narrators cues about the circumstances of the speech
(including a speech tag indicating the identity of the speaker). Our model used logistic regression with
handcrafted features, mainly various syntactic cues. Since this was a new task, there were no previous
systems to compare with, but the system outperformed three baselines with a large margin.

Kurfali & Wirén (2020) described an attempt towards a generalized solution to this task, applicable to
a multitude of languages. Operating under a low-resource assumption of complete absence of manually
labelled data, we firstly devised a set of heuristics to identify the cases in a large book corpus where quo-
tation marks are used sufficiently consistently to automatically elicit enough training data. Then, as for
classifier, we replaced the linguistics features, which we cannot assume to be available across languages,
with the multilingual contextual embeddings to arrive at a feature-independent multilingual model. The
results, obtained on manually annotated datasets in four different languages (including Swedish, with
data provided by Stymne & Ostman (2020)), suggest that the proposed methodology achieves compara-
ble results to the supervised monolingual baselines.
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A different kind of problem that we have worked on is segmentation of scenes. This concept was
introduced in narratology by Genette (1983), where the basic idea was that in a scene, the amounts of
time in the story and the discourse are proportional to each other. Put differently, the narration in a scene
should be roughly chronological with a uniform pace, without time leaps, flashbacks or other temporal
discontinuities. Scenes are basic building blocks of a narrative discourse, and are in turn composed of
events, considered to be the smallest spatiotemporal units.

Kurfali & Wirén (2021) explored this problem through participation in the Shared Task on Scene
Segmentation (STSS) (Zehe et al., 2021). To obtain an operational definition of a scene, the organizers
had adopted a more general definition than above which also involved the set of characters (which should
be stable), space (largely unchanged) and action (coherent and continuous). An extensive annotation
guideline had been developed to make these notions more precise, and a corpus of 15 dime novels in
German had been annotated. In addition to scenes, there are also non-scenes, typically in the form of
summaries where the progress of time is compressed, though sequences of non-scenes were not targeted
here. The task of scene segmentation thus consisted in dividing a text into scenes and non-scenes and
labelling them accordingly. An operationalization of this which we adopted is to identify and label scene
transitions of three types: SCENE-SCENE, SCENE-NONSCENE and NONSCENE-SCENE.

We modelled scene segmentation as a sequence classification task, similar to named-entity recognition
or part-of-speech tagging, with the difference that sentences are the target linguistic units rather than
tokens. Following Cohan et al. (2019), a sequence of N sentences was concatenated by BERTSs special
delimiter token [SEP], which was used for representing the sentence it preceded. The best F1 score
obtained in the shared task was 0.37 (which was our system; the second-best system had 0.16). Our
system was comparatively successful in detecting scene-to-scene transitions; yet, it completely failed in
discovering the boundaries between non-scenes and scenes. Overall, the result was not great, but it was
expected that this new task would be difficult. Also, the F1 score is very strict in the sense that it counts
a scene boundary as correct only if it is predicted at exactly the right position, whereas an offset of even
a single sentence is counted as a complete miss.

4 Discussion

We have found it very fruitful to engage in work (especially the shared tasks) on both guidelines and
methods for annotation of narrative discourse, as we have been able to transfer ideas from the one to
the other. For example, our detailed annotation for direct speech has inspired our work on methods for
automating this kind of analysis. In general, we are motivated both by an interest in trying to make
narratological concepts more precise and in applications of this kind of analysis, whether in literary
studies or in other areas where story-telling may play a role (journalism, history, courtroom interactions,
to just take a few examples).

It was suggested in Section 1 that the question “Who tells what, and how?” is much harder to answer
than “Who did what to whom?”. This is in fact also an important reason why we are pursuing this line
of work: we believe that analysis of narrative structure provides an excellent testbed for state-of-the-art
NLP technology. The Shared Task on Scene Segmentation was a demonstration of this: although our
system outperformed the other systems, the overall results were not impressive, thus giving a sense of
the big challenges posed by problems like this.

Scene segmentation is a crucial task since it concerns the basic building blocks of a narrative discourse.
However, out of the tasks that we have explored so far, we believe that it is the one with the largest room
for improvement, as suggested by the gap between the current state-of-the-art and human performance.
Despite several different architectures based on language models, they seem to fall short of achieving
acceptable performance unaided. One possible source of aid can come from the task of event detection
on the assumption that scenes and non-scenes consist of different event types (for example non-scenes
can be expected to contain more state-like events).
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The other SAT-Solver:
Applying lexicons to SweSAT word questions
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Abstract

SweSAT synonyms is a collection of questions from the Swedish SAT (hdgskoleprovet), and
part of the SuperLim suite of machine learning datasets. Each question consists of one word or
short phrase, and five possible explanations, each of which is also a word or short phrase. In
this study, two different lexicons are applied in trying to answer to these questions. The first is
Bring’s Thesaurus, in a version partly updated from the 1930 original. The second is SALDO, a
Swedish association lexicon. We find that although coverage is limited by the presence of multi-
word expressions, each is reasonably accurate for words where a match is found in the lexicon,
and by combining them we get an overall accuracy of 47% when counting all words.

1 Introduction

Understanding synonyms is an important part of natural language understanding. As an example of this,
SuperLim provides questions from the word section of the Swedish SATs, where the task is to identify
which of five words or expressions are synonymous with one given word or expression. We attempt to
do that by using two different lexicons, with different types of associations between words.

2 Data
2.1 SuperLim

The SuperLim suite (Adesam et al., 2020) consists of (so far) 13 datasets for evaluation of language
understanding models in Swedish. One of those is SweSAT Synonyms, based on questions from the
Swedish SAT (hogskoleprovet). For each question, there is one focus word, and five alternatives to choose
from. The focus word and the alternatives can be single words, or short expressions, and the task is to
find the alternative which is a synonym or alternative for the focus word.

One purpose of SuperLim is to provide a unified test set for several language understanding tasks in
Swedish. Since the resource is relatively new, there are few results to compare with yet, and the only
attempt we find for the SweSAT task is that of Rekathati (2021).

2.2 Bring

Svenskt ordforrdd ordnat i begreppsklasser is an adaptation to Swedish of Roget’s Thesaurus, written by
S. C. Bring in 1930. In a digitised and modernised version, it is provided by Sprakbanken as Blingbring
(here used in version 0.3) (Borin et al., 2014). It contains just over 1000 semantic categories, each with a
number of subcategories. The subcategories are either noun, verb, or adjective categories. The categories,
subcategories, and words are all ordered so that the most similar words should be close together.

Niklas Zechner. 2022. The other SAT-Solver: Applying lexicons to SweSAT word questions.
In Volodina, Dannélls, Berdicevskis, Forsberg and Virk (editors), Live and Learn — Festschrift
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2.3 Saldo

Saldo (Swedish Associative Thesaurus, here used in version 2.3) (Borin et al., 2013) is an electronic
lexicon resource for modern Swedish. For each entry, it contains links to a primary descriptor, a more
basic word considered an “ancestor sense” of the word in question. Many words also have one or more
secondary descriptors, other words whose associations give a better idea of the semantics of the word in
question. Since the descriptors are always words considered more basic, the full set of words form a tree
(using the primary descriptor) or a directed acyclic graph (using all descriptors), leading back to a single
pseudo-word root node.

3 Experiment

The SweSAT dataset contains 822 questions, each with five alternatives, only one correct. Random guess-
ing would therefore have an expected accuracy of 20%. Taking Rekathati (2021) as the state of the art, it
reports an accuracy of 42.82%.

3.1 Bring

For each question, we look up the focus word in Bring, and compare with each of the options. If there
is an option word which appears in the same subcategory as the focus word, we choose that. Otherwise,
we look at the larger categories. If there is also no match, we choose the option which is closest to the
focus word in the entire word list. In cases where more than one option word is found in a category, we
pick the first match (so effectively at random). In some cases, a word appears in more than one category
in Bring; we count a match if both words appear together in any category.

Out of the 822 focus words, 258 (31%) did not appear in Bring. Many of these words are adjectives,
which seem to be underrepresented in Bring, and many are phrases. For 88 words (11%), although the
focus word appeared in Bring, none of the option words did.

For 243 words (30%), a match was found in a subcategory. Of those, 192 (79%) were correct.

For 61 words (7%), a match was found in a large category. Of those, 26 were correct (43%), so still
much better than random, and in fact on par with the state of the art.

For 172 words (21%), matches were found in Bring, but none within the same large category. In
principle, the categories in Bring are arranged so that more similar categories are close, which should
mean that we can find the most likely option by looking at the closest word. This gives only 25 correct
answers (15%), considerably worse than random. This might be a coincidence, but we can also speculate
about a possible explanation: For option words which are found in Bring, words that are actually similar
are likely to share a category, so if the word is found but in a different category, that word is less likely
to be correct than a word which is not found at all. If we flip the strategy around, and instead choose an
absent word over one which is present, we get 46 correct answers (27%). Better than random, but not a
particularly reliable method.

This means that in total, if we were to give an answer to each question, using the absent-above-distant
method, and assuming that a random guess has a 20% chance, we would get 333 correct (41%), just shy
of the state of the art. If we only consider questions where there is a match in a subcategory, we get 79%
correct while answering 30% of the questions, which is at least a useful accuracy. If we include those
with a match in a large category, we get 72% correct out of 37% answered.

3.2 Saldo

In Saldo, entries can be considered nodes in a graph, where each entry is connected to its descriptors.
To see the distance between two words, we traverse through its list of ancestors (i.e. descriptors, the
descriptors’ descriptors, etc.) until we find one shared by both words. For each question, we choose the
option word which is closest to the focus word.

We find 291 correct (35%), 330 incorrect (40%), 96 (12%) where the focus word does not appear in
Saldo, and 105 (13%) where the focus word but none of the options appear in Saldo. This means that
if we only consider questions where a match is found, we get 47% correct while answering 76% of the
questions. If we guess at random for the unknown questions, that would give an accuracy of 40%.
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3.3 Simple tricks

A common piece of advice for multiple-choice questions is to “always guess C”. How well would that
work here? It turns out 164 of the answers were option C, which is 20% (as close as we can get, with
822 questions). The most common answer in this dataset was A, at 172; the difference from random is
not statistically significant.

Another trick is to avoid the same answer twice in a row. The dataset contains information on which
test the question comes from, so we rule out all first questions and look at how many of the remaining
have the same correct option as the previous question. The result is 139 of 773 (18%), which may look
meaningful, but is not statistically significant.

Judging from personal experience, it seems that the correct answer is often longer than the others. Is
this a real effect, or just coincidence and confirmation bias? We try applying the “longest answer”” method,
and find that it gives 197 correct answers (24%). In this case, the difference from random guessing is
statistically significant (p < 5%).

3.4 Combining methods

Since the two lexicons find different words, we can put them together to find a greater number of matches
and hopefully a better accuracy. Because Bring has a higher accuracy but lower coverage, it makes sense
to start with. Then we apply Saldo to the remaining words. For those words left unidentified by both
Bring and Saldo, we use the longest-word method.

Bring, as before, gets 218 correct out of 822, leaving 518. Saldo finds an answer to 321 of those, of
which 117 are correct. That leaves 197. We pick the longest option on those, and get 49 correct. This all
adds up to 284 correct (47%).

4 Conclusion

When S. C. Bring wrote his thesaurus, he was 88 years old. His work has now surpassed that age, but it is
still a very useful resource in tasks like this. Using it, we are not able to find all the words and expressions
in the material, but for those where we do, the accuracy is quite encouraging. Saldo, on the other hand,
a more modern style of lexicon, is able to find a considerably larger number of words, but with a much
lesser accuracy. It seems likely that other, similar lexicons, perhaps with different types of associations,
may be able to reach higher accuracies. By combining both, we are able to reach an accuracy of 47%,
improving on the previously best known result, using a fast, lightweight, and transparent method.
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Abstract

Over the lifetime of Lars Borin, machine translation has made a gigantic leap — from simple rule-
based systems residing on vacuum tube computers, to the latest zero-shot translation systems. The
amount of text data used by modern systems can reach hundreds of billions of words, but is this
really necessary? What is the lower limit on training data for a translation system? Here I suggest
a simple experiment, entirely without computers, that could go some way towards answering this
question.

1 Introduktion

I forntiden, over tre ar fore Lars fodelse, utfordes det forsta experimentet med automatisk maskinver-
sdttning. P en dator stor som ett rum Oversattes nagra vil valda meningar fran ryska till engelska, och
datorlingvistiken var fodd.

Det var da. I detta nadens ar 65 efter Lars fodelse, kan vi mata in en massa text i en dator stor som ett
rum, och nagra gigawattimmar senare fa ut ett program som 6versétter — om vi ber den pa riitt sitt. Vissa
tolkar detta som datorlingvistikens dod, men den fragan far vi aterkomma till vid annat tillflle.

Vad krivs egentligen for att Gversitta fran ett sprak till ett annat? Nagra hundra miljarder ord av
sprakrora fran internet ricker tydligen gott, men nog borde det vil ga att klara sig med betydligt mindre?
Den hir fragan kan och har utforskats inom olika projekt fér maskinoversittning av lagresurssprak, men
tolkningen av negativa resultat stiller till problem. Aven om ett visst experiment misslyckades med att
producera en godtagbar Gversittning, hur vet vi att det inte finns ndgon annan algoritm som skulle ha
klarat uppgiften?

2 Metod

I det hir fallet kan det vara littare att jobba med ménniskor, allra helst ndgon lingvistiskt skolad. Metoden
ir enkel: sétt midnniskan med en parallell text pa hennes modersmal samt ett annat sprak, och be henne
sedan att Gversitta meningar fran en annan kélla mellan spraken. Om hon trots tid och anstringningar
misslyckas, sa beror det formodligen pa att parallelltexten inte ir tillrickligt lang och/eller varierad for
att uppgiften ska ga att 15sa.

Genom en sadan studie skulle vi kunna etablera en ménsklig baslinje for lagresursoversittning, och
min gissning #r att det vore svart for en dator att gora speciellt mycket béttre ifran sig. Olyckligtvis har jag
inte tillgang till den méngd uttrakade lingvister som skulle kréivas, men vi kan approximera Gversittning
fran modersmalet till det okénda spraket med en enklare metod. Eftersom allt vi vet om malspraket
kommer fran parallelltexten, dr vi begrinsade till de ord och konstruktioner som férekommer i texten.
Under (det nagot optimistiska) antagandet att var forsoksperson lyckas korrekt tolka varje spraklig detalj
i parallelltexten, reduceras uppgiften sedan till att pussla ihop meningar genom att enbart anvénda de ord
och konstruktioner som forekommer i parallelltexten.

Robert Ostling. 2022. Mot en minskligare maskindversittning. In Volodina, Dannélls,
Berdicevskis, Forsberg and Virk (editors), Live and Learn — Festschrift in honor of Lars Borin,
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Text Killa Konstruktion

de forlorade faren Matt 10:6 nominalfras i pluralis, bestimd form med adjektiv
nyligen ville judarna stena dig Joh 11:8 lexikon

under forgangna sliktens tider  Ef 3:5 lexikon

mycket stor glidje Matt 2:10 modifiering av adjektiv

de fyrtio aren i 6knen Apg 7:42 lexikon

stindigt, var dag, voro de Apg 2:46 lexikon

hort konungens ord Matt 2:9 lexikon

skall edert tal vara Matt 5:37 lexikon

talen I eder emellan om att Matt 16:8 bisatsinledning for diskussionsimne
det bliver klart viider Matt 16:2 lexikon

forindra de stadgar Apg 6:14 lexikon

kallas Matt 1:16 passivsuffix

for ... har han forkortat Mark 10:20 verb i perfekt efter adverbial (V2)
kom i skarpt ordskifte med dem Apg 15:2 lexikon

bland sig utvilja nagra min Apg 15:22  lexikon

de dro blinda ledare Matt 15:14  lexikon

osterns linder Matt 2:1 lexikon

sydvist och nordvist Apg 27:12  lexikon

var konung 6ver Judeen Luk 1:5 ledare for ett land

Tabell 1: Killor till ord, fraser och konstruktioner i Nya Testamentet.

Vi illustrerar detta med hjilp av den flitigast 6versatta texten, det Nya Testamentet.! Ett verktyg som
producerar acceptabla oversittningar enbart baserat pa denna korta text skulle innebéra att maskinover-
sittning blir mojligt for tusentals nya sprak.

Som exempel plockar vi en mening pa mafa fran dagens tidning:

De senaste aren har klimatfragan dominerat i de nordiska grannléindernas valkampanjer.
(Dagens Nyheter, 2022-09-01)

Som moderna lidsare kan vi forsta och forklara vad den hédr meningen betyder, sa nista steg ir att leta
efter ord och konstruktioner som kan anvindas for att uttrycka detta. Vi viljer i det hir fallet Nya Testa-
mentet fran 1917 ars bibeloversittning som var parallelltext, sa uppgiften édr nu att uttrycka betydelsen
hos ovanstaende mening enbart med hjilp av sprakligt material fran denna text.

Tabell 1 visar de kéllor i Nya Testamentet som anvénds. Jag har, utan att leta 6verdrivet noga, forsokt
att anvinda den forsta ldimpliga forekomsten av ett visst ord, fras eller grammatisk konstruktion.

Vi borjar med nominalfrasen “de senaste aren”. Bestdmd form, pluralis, modifierat med ett adjektiv.
Texten innehaller “’de forlorade faren” (Matt 10:6), som visar att vi kan anvinda samma ordf6ljd och arti-
kel (”de”). Nista steg #r att leta lite lexikalt material. For ”senaste” dr det ndrmaste jag hittar “forgangna”
(Ef 3:5) som modifierar ett substantiv ("férgangna sliktens tider”). Adverbet “nyligen” (Joh 11:8) kan
modifiera “forgangna” for att komma niarmare betydelsen hos “’senaste”, och detta gors (som i Matt 2:10)
genom att sitta adverbet direkt fore adjektivet. Till sist har vi ”aren”, som forekommer i texten. Nu har
vi en borjan pa 6versittningen:

De nyligen forgdngna dren . ..

"Lars har for ovrigt sett till att Gustav Vasas bibeloversittning nu finns i Sprakbankens valv. Fér detta ir vi som arbetar med
Bibeln som parallellkorpus tacksamma!
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Jag kommer inte att ga igenom resten av meningen i lika stor detalj, ldsaren kan sjdlv ldgga pusslet
med hjilp av tabellen. Nagra kommentarer kan ddremot behdvas om koncept som var okinda under
biblisk tid. ”Klimatfragan” ir ett bra exempel. Hir kan vi uppenbarligen inte hitta ett passande lexem i
Nya Testamentet, men en dversittare dr naturligtvis fri att parafrasera svaroversatta stycken. Jag har hir
valt att oversitta "har klimatfragan dominerat” med “har vi stdndigt hort tal om att véder fordndras”. T
princip skulle ett maskinoversittningssystem kunna gora samma sak, dven om det stéller hoga krav pa
omvirldskunskap och sprakgenereringsférmaga.

En annan svar nét dr hur ”valkampanjer” kan uttryckas helt utan den vokabulir som hér till en modern
representativ demokrati. Det nirmaste jag kunde hitta var det inte helt exakta och nagot alderdomliga
“ordskiftet om att utvélja ledare”. Sjdlva ordet "ledare” forekommer enbart i en mer bokstavlig betydelse
av en blind ledare som leder en annan blind ner i en grop (Matt 15:14). Aven om den liknelsen ibland kan
tyckas passande under valkampanjer sa kanske en annan oversittare hade foredragit “konungar” (Matt
10:18) eller "hérskare” (Luk 22:25).

Slutresultatet blir som foljer, och jag dverlater till lisaren att bedoma hur vil det formedlar betydelsen
i originalmeningen:

De nyligen forgangna dren har vi stindigt hort tal om att viider fordndras, i ordskiftet om att
utvilja ledare dver nordens léinder.

For att aterknyta till fragan om vilken storlek pa triningsmaterial som krivs, kan vi studera kolumnen
Killa i Tabell 1. Storre delen av materialet forkommer redan i den forsta boken, Matteusevangeliet
(Matt), och nistan allt i ndgot av de fem forsta bockerna (Matt, Mark, Luk, Joh, Apg) som tillsammans
utgdr omkring 100 000 ord i den hir oversittningen. Som jamforelse dr det bara 0,2% av textmingden i
Europarl-korpusen, vilken i sig far riknas som en parallellkorpus av medelstorlek med nutida matt métt.

3 Slutsats

Aven en relativt kort text innehéller tillrickligt stor vokabulir och sprakliga konstruktioner for att, med
viss parafrasering, uttrycka meningar fran en helt annan tid och domin. Det innebir alltsa inga hinder
i princip mot att konstruera ett verktyg for maskindversittning till de omkring 2000 sprak som Nya
Testamentet finns Gversatt till. Vi har hir antagit tillgang till en komplett och korrekt lingvistisk analys
av parallelltexten pa malspraket, och nista steg vore att utforska i vilken utstrickning det gar att uppna i
praktiken. Allt som behovs ér en lingvist med mycket tid.
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