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Abstract

Recent developments in laser technology have paved the way for a new
field of research called attosecond science. Laser sources delivering ultra-
short pulses with durations on the order of femtoseconds have shed new
light on the dynamics on atomic and molecular timescales. Furthermore,
the application of intense femtosecond pulses in strong-field ionization
of atoms has led to the discovery of high-order harmonic generation, in
essence a frequency up-conversion process and the basis of attosecond
experiments.

The field of attosecond science focuses on control and analysis of elec-
tron dynamics in atoms, molecules, and solids by using coherent sub-
femtosecond pulses in the extreme-ultraviolet spectral range. This thesis
presents studies on strong-field and attosecond ionization dynamics in
representative atomic and molecular systems ranging from noble gases to
basic hydrocarbons.

First, we report on an experiment on the strong-field ionization of no-
ble gases by mid-infrared laser pulses. Non-dipole effects were predicted
to emerge for peak intensities on the order of 1013 W/cm2 in this long-
wavelength regime of strong-field ionization. We analyze photoelectron
momentum distributions acquired with a velocity map imaging spectrom-
eter. We find evidence for an influence of the magnetic field component of
the laser pulse during ionization, visible as asymmetries along the propa-
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gation direction. This asymmetry is essentially a shift of the peak of the
electron momentum distribution caused by the combined laser field and
Coulomb potential. It is a sign of the breakdown of the dipole approxima-
tion in strong-field ionization and challenges the theoretical treatment of
ionization dynamics at long wavelengths.

The second part of this work is centered around the characterization
and application of attosecond pulses in pump-probe experiments. We
present and benchmark a new iterative FROG-CRAB algorithm called pty-
chographic reconstruction of attosecond pulses. This method is capable of
retrieving the complete temporal properties of attosecond pulses but per-
forms far better and imposes much lower demands on the delay sampling
and the signal-to-noise ratio of the experimental photoelectron spectro-
gram in comparison to commonly used reconstruction schemes.

Third, we present results from the application of attosecond pulses to
an attosecond quantum beat spectroscopy experiment on excited states in
helium. Our spectrally tailored excitation pulse minimizes direct ioniza-
tion and thus allows unperturbed access to the quantum beat signal even
in the region of temporal overlap of the two applied pulses. A compar-
ison with calculations of the time-dependent Schrödinger equation com-
plies with the observed oscillations and reveals a previously neglected
anisotropy in some of the quantum beats. We show that this anisotropy
can be used to control the photoemission direction by varying the carrier
envelope phase of the probe pulse.

The fourth study, a pump-probe experiment based on fragment ion
detection, allows us to examine ultrafast isomerization and dissociation
dynamics of the ethylene cation C2H +

4 . This sheds new understanding
on the dynamics of the excited nuclear wave packets on their natural
timescale of few femtoseconds. We attribute the dynamics in the ion yields
to transitions between different potential surfaces in the vicinity of conical
intersections. Ultimately, we show the control of the dissociation to C2H +

3
and C2H +

2 on an ultrafast timescale.
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Kurzfassung

Jüngste Entwicklungen in der Lasertechnologie haben einem neuen For-
schungsgebiet, der Attosekunden-Wissenschaft, den Weg bereitet. Laser,
die ultrakurze Pulse mit Pulsdauern in der Grössenordnung von Femto-
sekunden liefern, haben Einblicke in Dynamiken auf atomaren und mole-
kularen Zeitskalen ermöglicht. Darüber hinaus hat die Anwendung von
intensiven Femtosekundenpulsen in der Starkfeldionisation von Atomen
zur Entdeckung der Erzeugung hoher Harmonischer geführt, die im We-
sentlichen einen Frequenz-Umwandlungsprozess und die Basis von Atto-
sekunden-Experimenten darstellt.

In der Attosekunden-Wissenschaft werden kohärente Pulse mit sub-
femtosekunden Pulsdauern im extrem-ultravioletten Bereich genutzt, um
Elektronendynamiken in Atomen, Molekülen und Festkörpern zu kontrol-
lieren und zu untersuchen. In der vorliegenden Arbeit präsentieren wir
Ergebnisse in den Bereichen der Starkfeld- und Attosekunden-Ionisations-
dynamiken am Beispiel von repräsentativen atomaren und molekularen
Systemen, von Edelgasen bis hin zu einfachen Kohlenwasserstoffen.

Zuerst berichten wir von einem Experiment im Bereich der Starkfeld-
ionisation von Edelgasen durch Laserpulse im mittleren Infrarotbereich.
Für diesen langwelligen Bereich der Starkfeldionisation wurde das Auf-
kommen von Nicht-Dipol-Effekten bei Spitzenintensitäten in der Grössen-
ordnung von 1013 W/cm2 vorhergesagt. Wir untersuchen Photoelektronen-
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Impulsverteilungen, die mit Hilfe eines Velocity-Map-Imaging-Spektrome-
ters aufgenommen wurden. In diesen Impulsverteilungen sehen wir den
Einfluss der Magnetfeldkomponente des Laserpulses während der Ioni-
sation, erkennbar an Asymmetrien entlang der Ausbreitungsrichtung des
Laserstrahls. Diese Asymmetrien kommen durch die Verlagerung der Spit-
zen der Impulsverteilungen zu Stande, verursacht durch das kombinierte
Laserfeld- und Coulomb-Potential. Sie sind ein Zeichen des Zusammen-
bruchs der Dipolnäherung in der Starkfeldionisation und fordern die theo-
retische Beschreibung von Ionisationsprozessen bei langen Wellenlängen
heraus.

Im zweiten Teil dieser Arbeit geht es um die Charakterisierung und An-
wendungen von Attosekundenpulsen in Anrege-Abfrage-Experimenten.
Wir präsentieren und vergleichen eine neue iterative FROG-CRAB-Me-
thode, genannt ptychographische Rekonstruktion von Attosekundenpul-
sen. Diese Methode ermöglicht es, Attosekundenpulse zeitlich vollständig
zu charakterisieren. Dabei zeichnet sich unser Algorithmus durch eine
weit bessere Leistung aus und setzt weit geringere Ansprüche in Bezug
auf die Schrittweite und das Signal-Rausch-Verhältnis des gemessenen
Photoelektronen-Spektrogramms im Vergleich zu anderen weit verbreite-
ten Rekonstruktionsmethoden voraus.

Im dritten Teil dieser Arbeit stellen wir die Ergebnisse eines Experi-
mentes vor, in dem wir Attosekundenpulse für die Quantenschwebungs-
spektroskopie von angeregten Zuständen in Helium verwenden. Unsere
spektral angepassten Anregepulse minimieren den Beitrag durch direkte
Ionisation und ermöglichen uns so ungehinderten Zugriff auf das Quan-
tenschwebungssignal sogar im Bereich der zeitlichen Überlappung beider
involvierter Pulse. Ein Vergleich mit Berechnungen auf Basis der zeitab-
hängigen Schrödingergleichung ergibt eine sehr gute Übereinstimmung
der beobachteten Oszillationen und deckt eine Anisotropie in einigen der
Quantenschwebungen auf, die in früheren Studien vernachlässigt wurde.
Wir zeigen, dass sich auf Basis dieser Anisotropie die Emissionsrichtung
mit Hilfe der Träger-Einhüllenden-Phase des Abfragepulses kontrollieren
lässt.

Im vierten Teil dieser Arbeit, einem Anrege-Abfrage-Experiment basie-
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rend auf der Detektion von Fragment-Ionen, geht es um Messungen der
ultraschnellen Isomerisations- und Dissoziations-Dynamiken des Ethylen-
Kations C2H +

4 . Mit diesem Experiment erreichen wir Einblicke in die Dy-
namiken von angeregten nuklearen Wellenpaketen auf ihrer natürlichen
Zeitskala von wenigen Femtosekunden. Wir ordnen die Dynamiken in den
Ionen-Signalen der verschiedenen Fragmente Übergängen zwischen Po-
tentialflächen in der Nähe von konischen Schnittpunkten zu. Zum Schluss
zeigen wir, dass wir die Dissoziation zu C2H +

3 und C2H +
2 auf ultrakurz-

en Zeitskalen kontrollieren können.

xxi





Chapter 1

Introduction

Exploring processes at the limits of measureable time and length scales
has always been at the center of natural science. Beyond mans’ natural
reference frame of meter (m) and second (s), a fascinating world opens
up reaching from cosmological scales down to molecular, atomic and elec-
tronic scales. This ranges on one side of the scale from at least 1026 m
and 1017 s [1] right down to the Ångström (1 Å = 10−10 m) and the fem-
tosecond (1 fs = 10−15 s) to tens of attoseconds (1 as = 10−18 s). Ultrafast
dynamics on the shortest timescales are of fundamental interest, they con-
stitute the initial step of all physical and chemical reactions that enable
life.

Historically, mechanical clocks served as first tool for the observation of
processes faster than a second. Later, electronic devices based on semicon-
ductor technology opened the way for measuring even below one nanosec-
ond. In parallel to the development of chronometric devices, photography
froze the motion of fast objects for short time frames on the order of milli-
to microseconds. This was done by combining short exposure times with
bright flashes of light. It allowed the first direct imaging of fast move-
ments as demonstrated by Eadweard Muybridge’s 1878 photography of a
galloping horse [2] and Harold Edgerton’s 1960s image of a bullet pierc-
ing through an apple [3]. Still, this approach was limited to timescales far
away from those relevant for atoms and molecules.

It was the invention of the laser in 1960 by Theodore Maiman [4],
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1. Introduction

quickly followed by the development of pulsed laser sources, that started
a story of success. The short pulses emitted by mode-locked lasers en-
abled the measurement of processes on the order of pico- and femtosec-
onds. This was based on the same principle as flash photography. In
so-called pump-probe experiments, a first laser pulse triggers a process,
e.g., a physical or chemical reaction, and a second laser pulse arriving
with a controlled delay probes the dynamics at different instances in time.
Pump-probe experiments allow us to observe signatures of absorption or
emission in the probe pulse spectrum as well as photoelectron or photoion
detection.

In 1999, Ahmed Zewail was awarded the Nobel Prize in Chemistry “for
his studies of the transition states of chemical reactions using femtosecond
spectroscopy” [5]. He pioneered the application of short laser pulses for
the investigation of chemical processes on a sub-picosecond timescale and
opened the field of research called femtochemistry. It was at the end of the
1980s that along with coworkers he performed the first pump-probe mea-
surements on the photoinduced dissociation of cyanogen iodide (ICN).
This allowed them to measure a reaction time of 200 fs [6]. Since the
advent of femtochemistry, advances in laser technology improved the tem-
poral resolution of pump-probe experiments to far below 100 fs. Today,
optical laser pulses can reach pulse durations as short as 2 fs [7].

The pulse duration of laser pulses cannot be shorter than the period
of the constituting field. Thus, pulses with durations below 1 fs require
a carrier frequency of several electronvolts and are no longer achievable
with central wavelengths in the optical regime. Frequency up-conversion
processes like high-order harmonic generation became necessary in order
to pass this limit and achieve pulses with sub-femtosecond durations.

At the end of the 1980s the discovery of the intriguing properties of
high-order harmonic generation [8, 9] was made. This paved the way for
the conversion of conventional laser pulses into synchronized coherent
light bursts with photon energies in the range of a few to several hun-
dred electronvolts and intrinsic sub-femtosecond pulse durations. These
properties make harmonic radiation the ideal tool for studies of atomic,
molecular, and electron dynamics.
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The combination of attosecond/extreme ultraviolet (XUV) and infra-
red (IR) pulses in pump-probe experiments has led to stunning results
on previously inaccessible timescales and set the foundation for the field
of research called attosecond science. Among those results are the direct
observation of valence electron dynamics [10], ionization time delays in
atoms [11], charge migration in molecules [12, 13], reconstruction of elec-
tron wave packets [14] and of electron dynamics in solids [15, 16, 17].

Focusing of an intense ultrashort laser pulse leads to peak intensities
on the order of 1014 W/cm2. At these intensities, the associated electric
field potential of the pulse causes an effective distortion of the binding
Coulomb potential of the atom or molecule and thus gives rise to ioniza-
tion. Apart from attosecond science, studies in this so-called strong-field
ionization regime have led to numerous remarkable results as the outgo-
ing photoelectron wave packet carries signatures of the Å-scale structure
and sub-cycle dynamics in atoms and molecules [18, 19, 20].

In this thesis, we combine a study of strong-field ionization driven by
long-wavelength pulses with the application of harmonic radiation in a
pump-probe experiment to atomic and molecular systems. The strong-
field ionization experiments were motivated by the tendency to use the
generation of high-order harmonics in the soft X-ray regime around the
water-window, which can be achieved in a table-top experiment based on
long-wavelength driving sources [21, 22, 23]. For these generation wave-
lengths, the commonly applied dipole approximation in the theoretical
description of the ionization process was predicted to break down at mod-
erate intensities [24, 25, 26]. Existing studies in this field where based
on circular polarization, assumed a negligible influence of the Coulomb
potential [27] and were thus not applicable to the case of high-order har-
monic generation. We therefore used a state-of-the-art mid-infrared source
in order to investigate non-dipole effects in strong-field ionization for the
important case of linear polarization.

We then turn to applications of high-order harmonic generation in our
existing attosecond beamline (the attoline) driven by near-infrared pulses.
In this case we concentrate on pump-probe experiments involving charged
particle detection, i.e., photoelectron and photoion spectroscopy.
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Here, our initial experiment in attosecond science starts with the tem-
poral characterization of attosecond pulses. This is based on an XUV-
IR cross-correlation photoelectron measurements. It also builds on recon-
struction algorithms that usually impose certain requirements on the mea-
sured photoelectron spectrogram. This especially affects the pump-probe
delay sampling and the signal-to-noise ratio. We present a new method
for the complete temporal reconstruction of attosecond pulses that largely
overcomes these limitations. We call this ptychographic reconstruction of
attosecond pulses. We characterize the performance of this new algorithm
and compare it to two widely applied methods, namely to the principal
components generalized projection algorithm and to the least-squares gen-
eralized projection algorithm.

In a second experiment, we apply attosecond pulses in the attoline to
perform quantum beat spectroscopy of helium excited states. We demon-
strate that attosecond quantum beat spectroscopy, based on charged parti-
cle detection, constitutes a powerful tool that allows access to the angular
content of the excited electron wave packets. In contrast to earlier studies
based on broadband single attosecond pulses [28] we profit from tailored
XUV pulses below the ionization threshold in order to reduce direct ioniza-
tion and achieve unperturbed access to the interesting region of temporal
pump-probe overlap.

Finally, we focus on ultrafast dynamics in molecules, especially on
isomerization and dissociation processes in the prototype system ethy-
lene C2H4. Ultrafast isomerization is known to play a key role in the
human eye. The first step of vision occurs when the retinal molecule
(C20H28O) embedded in the protein rhodopsin undergoes a cis-trans iso-
merization within 200 fs after absorption of one photon in the visible [29,
30]. We therefore investigate the role of conical intersections in the isomer-
ization and dissociation after photoexcitation of the ethylene cation C2H +

4
in a pump-probe experiment. We extract the timescales of different relax-
ation channels and demonstrate the control of the dissociation leading to
C2H +

3 and C2H +
2 .

This thesis is structured as follows: In Chapter 2, we introduce the basic
physical concepts. We give an overview over different ionization regimes,
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introduce properties of ultrashort laser pulses and their application in
high-order harmonic generation and attosecond measurement techniques.

In Chapter 3 we present the two experimental setups that were used for
the studies presented in this work. This includes the mid-infrared source
together with the velocity map imaging spectrometer used for the strong-
field experiments and the chirped pulse amplification system delivering
pulses in the near-infrared used for the high-order harmonic generation.
It also covers the attosecond beamline.

In Chapter 4 we discuss and explore the long-wavelength limit of the
electric dipole approximation in the theoretical description of ionization
processes. We show, that the magnetic field component of the mid-IR
pulses has a non-negligible effect on the ionization process. This causes
a shift of the peak of the momentum distribution opposite to the beam
propagation direction.

In Chapter 5 we introduce and characterize the new algorithm for the
complete temporal reconstruction of attosecond pulses based on ptychog-
raphy. The reconstruction scheme is able to retrieve the complete ampli-
tude and phase of the attosecond pulses. It requires considerably lower
demands on the delay sampling and the signal to noise ratio in attosecond
streaking measurements.

In Chapter 6 we apply a spectrally tailored attosecond pulse train in an
attosecond quantum beat spectroscopy study of helium excited states. We
compare our experimental results with calculations of the time-dependent
Schrödinger equation and discover an anisotropy of the quantum beat
signal that was previously neglected in a similar study.

In Chapter 7 we present investigations of the ultrafast fragmentation
dynamics of the ethylene cation C2H +

4 in an XUV-pump-IR-probe scheme.
We show that we can use the IR pulse to control the fragmentation chan-
nels on an ultrafast timescale.

Finally, we summarize all results in Chapter 8 and give an outlook
on possible future studies and applications based on the advancements
developed and presented in the frame of this thesis.
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Chapter 2

Tools in Strong-Field & Attosecond Science

The fundamental requirement for the studies presented in this work reside
in the availability of ultrashort laser pulses on the femtosecond timescale.
These femtosecond pulses can either directly be applied in the experiment
in case of strong-field ionization studies or they provide the basis of high-
order harmonic generation delivering attosecond pulses with frequencies
in the extreme ultraviolet (XUV) regime in the frame of attosecond experi-
ments.

In this chapter we will review the foundations of experimental studies
on the femto- and attosecond timescale in terms of basic light-matter inter-
actions, the properties of femtosecond laser pulses and their application
to high-order harmonic generation (HHG) as well as concomitant tools in
attosecond science. Atomic units (h̄ = e = me = 1) are used throughout
this thesis unless stated otherwise.

2.1 Atoms in Laser Fields

The exposure of an atom to a laser field can lead to the removal of a bound
electron and thus to ionization. Phenomenologically, this ionization pro-
cess can be described by different mechanisms depending on the photon
energy ω and the intensity I of the laser field. Figure 2.1 illustrates these
mechanisms ranging from single-photon to tunnel ionization.

The simplest case is single-photon ionization which can take place if the
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2. Tools in Strong-Field & Attosecond Science

a) b) c) d)

Figure 2.1: Illustration of the different ionization regimes that lead to the transition of a bound
electron in a Coulomb potential to a continuum state: a) Single-photon ionization, b) Multi-
photon ionization, c) non-adiabatic tunnel ionization, and d) tunnel ionization.

photon energy is larger than the ionization potential of the atom ω ≥ Ip.
This process was first described by Albert Einstein in his description of the
photoelectric effect [31]. Here, the absorption of one single photon leads to
ionization of the atom and emission of an electron with the kinetic excess
energy Eel = ω− Ip (Fig. 2.1a)).

At higher intensities I of the laser field, ionization may still occur even
if the photon energy is insufficient to overcome the ionization potential.
Ionization in this regime of small photon energies and high intensities
is called strong-field ionization regime which includes the mechanisms
Fig. 2.1b) to d). In contrast to the case of single-photon ionization, the
ionization rate in this regime increases non-linearly with the intensity of
the field.

One fundamental mechanism in strong-field ionization is multi-photon
absorption (Fig. 2.1b)) [32]. Here, the simultaneous absorption of more
than one photon provides the energy necessary to overcome the ioniza-
tion potential and leads to ionization and the release of an electron with
energy Eel = Nω− Ip−Up, with integer N, Nω ≥ Ip, and the ponderomo-
tive energy Up as a measure for the average kinetic energy of an electron
quivering in an oscillating electric field:

Up =
I

4ω2 . (2.1)

The second fundamental mechanism in strong-field ionization can be
best understood in a quasi-static field picture (Fig. 2.1 d)). Here, the strong
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electric field leads to a bending of the Coulomb potential of the atom and
the formation of a potential barrier through which the electron might tun-
nel into the continuum. In this so-called tunnel ionization, the ionization
probability depends highly on the barrier and thus on the peak electric
field forming it (see Chapter 4 for details on the ionization rate).

A common criterion to distinguish the regimes of multi-photon and
tunnel ionization is the Keldysh parameter [33]

γ =

√
Ip

2Up
= ω

√
2Ip

I
, (2.2)

The Keldysh parameter separates the two strong-field ionization re-
gimes as asymptotic limits. For γ � 1, ionization is dominated by multi-
photon ionization whereas for γ� 1 mostly tunnel ionization takes place.
The intermediate regime for γ ≈ 1 is called non-adiabatic tunneling re-
gime (Fig.2.1c)) where the electron acquires energy under the barrier.

The emergence of ultrashort light pulses in a variety of wavelengths
and intensities has enabled targeted studies on individual aspects of the
different ionization regimes. Today, dynamics in single-photon ionization
of atoms and molecules can be investigated with the help of harmonic
radiation and attosecond pulses (Sec. 2.3) whereas strong-field ionization
phenomena can directly be explored by laser pulses at wavelengths from
the visible to the mid-infrared (MIR) [34, 18, 19, 35, 36, 37, 38].

2.2 Femtosecond Laser Pulses

Few years after the invention of the laser [4], the method of mode-locking
was proposed [39] and realized [40] which set the basis for the develop-
ment of femtosecond laser sources. Mode-locking is the technique that
locks all cavity modes in a laser to oscillate with a defined phase relation.
This phase-locking leads to constructive interference and the emission of
a train of laser pulses with a pulse spacing Trep equal to the optical cavity
length divided by the speed of light (Fig. 2.2). Different active and pas-
sive mode-locking techniques based on acousto-optic modulators (AOMs),
Kerr lens mode-locking (KLM) [41, 42] or semiconductor saturable ab-
sorber mirrors (SESAMs) [43, 44] have been established and contributed
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Figure 2.2: Principle of mode-locking. Left: Locking the phases of the cavity modes (colored
lines) leads to constructive interference and the formation of a pulse that oscillates in the cavity.
Right: For random phases, no pulse formation is observed.

to the rapid development of lasers capable of delivering pulses with dura-
tions in the pico- to femtosecond range.

Up to now, KLM applied in Ti:sapphire lasers leads to the shortest
pulses directly from an oscillator, with pulse durations down to 5.5 fs [45].
The development of these femtosecond laser sources led to the founda-
tion of today’s ultrafast science with studies of dynamics in atoms and
molecules on previously inaccessible timescales.

When approaching the few-cycle limit of laser pulses, i.e., the limit
where the number of cycles of the electric field under the envelope ap-
proaches one, the influence of the carrier-envelope phase (CEP) becomes
significant. The CEP is a measure for the offset of the peak of the electric
field with respect to the pulse envelope. In Figure 2.3, we show two laser
pulses with identical pulse envelopes but for two different values of the
CEP, ϕCEP = 0 and ϕCEP = π/2.

The CEP value of individual emitted pulses reflects the phase slip per
roundtrip of the pulses in the cavity, caused by dispersion in air and the
optical elements of the laser. In general, this phase slip per roundtrip is
not constant and the outgoing pulses thus exhibit varying CEPs. Some ex-
periments like those involving single attosecond pulses require identical
waveforms of the laser pulses and thus stabilization of the CEP. Therefore,
a variety of schemes allow the detection of this parameter. Among those
schemes the most common is the f -to-2 f interferometer that uses the beat-
ing of a fundamental frequency f with a frequency-doubled component
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Figure 2.3: Electric field of a laser pulse for a CEP value of 0 and π/2, visible as an offset of
the electric field peak from the peak of the envelope, depicted as dashed line.

2 f ′ = f in an octave spanning spectrum. CEP-stabilized laser systems
as those used in this thesis for attosecond experiments, contain a closed-
loop stabilization system that adjusts the dispersion in the cavity and the
amplification stages in order to achieve the output of a train of waveform-
identical femtosecond pulses.

The electric field of a laser pulse with a Gaussian envelope function
f (t) can usually be approximated in time domain by

E(t) = E0 f (t)eiωt+ϕCEP + c.c.

f (t) = e− ln(4)t2/τFWHM
2 (2.3)

Here, E0 with |E0| =
√

I0 is the peak electric field, τFWHM is the full
width at half maximum (FWHM) pulse duration in intensity and ϕCEP

the carrier-envelope phase.

When propagating through dispersive media, this description of an
ideal pulse based on a constant frequency does not hold any longer. Dis-
persion in air or other media causes different phase velocities of different
frequency components constituting the pulse and thus to a so-called chirp,
accompanied by a temporal stretching to pulse durations longer than the
Fourier limit. Propagation through a medium with “normal” dispersion
leads to a pulse where the low-frequency components arrive at the leading
edge and the high-frequency components at the trailing edge of the pulse,
a so-called up-chirp.

This effect can best be described in the frequency domain representa-
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tion of the pulse
Ẽ(ω) = Ẽ0 f̃ (ω)eiϕ(ω) + c.c. (2.4)

A pulse traveling through a dispersive medium of length L with refractive
index n(ω) experiences the dispersion as change in its phase

ϕ′(ω) = ϕ(ω) +
ω

c
n(ω)L. (2.5)

The phase of the pulse ϕ(ω) can be developed in a Taylor series around
the central frequency ω0 in order to identify the different contributions:

ϕ(ω) = ϕ0 +
dϕ

dω
(ω−ω0)

+
1
2

d2 ϕ

dω2 (ω−ω0)
2

+
1
6

d3 ϕ

dω3 (ω−ω0)
3

+ . . .

(2.6)

Here, the zeroth order ϕ0 affects the CEP, the first order dϕ/dω is the
group delay (GD), the second order d2 ϕ/dω2 is the group delay disper-
sion (GDD), and the third order d3 ϕ/dω3 is called third-order dispersion
(TOD). Changes of the second or higher order affect the temporal prop-
erties of the laser pulse. For example, a positive value of the GDD cor-
responds to an up-chirp as discussed above and leads to a symmetric
temporal broadening of the pulse whereas an increase in the TOD leads
to an asymmetric broadening.

For some applications, like the theoretical description of a charge in the
oscillating electric field, it is more convenient to describe the laser field by
its vector potential

A(t) =
∞∫

t

E(t′)dt′. (2.7)

We introduce this representation as it will be used in the next sections for
the description of attosecond streaking.

2.3 High-Order Harmonic Generation

High-order harmonic generation (HHG) is a frequency up-conversion pro-
cess driven by ultrashort intense laser pulses during the interaction with
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Figure 2.4: Illustration of the typical intensity distribution of a high-order harmonic spectrum.
After an initial strong decrease in intensity for low harmonic orders, the intensity stabilizes on
a plateau which extends up to the cutoff energy.

atoms, pioneered at the end of the 1980s by McPherson and L’Huillier [8,
9, 46]. They focused intense laser pulses into a gas target and observed
the emergence of an intensity plateau in the sharp harmonic peaks reach-
ing into the XUV spectral range (Fig. 2.4). The appearance of peaks lim-
ited to odd harmonics of the fundamental laser frequency was well un-
derstood within the dipole approximation whereas the intensity behavior
first seemed surprising but led to the idea to apply this effect in a table-top
source for light pulses in the XUV regime.

2.3.1 Single-Atom Response

A simple picture to understand HHG in gas phase is the so-called three-
step or simple man’s model [47], a semi-classical model that describes

a) b) c)

Figure 2.5: The three-step model in high-order harmonic generation: a) The combined Coulomb
and laser potential forms a barrier through which the electron may tunnel into the continuum.
b) The oscillating electric field accelerates the electron wave packet away and then back to the
ion. c) Recollision with the ion leads to recombination to the bound state and emission of a
photon carrying the excess energy.
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Figure 2.6: Upper panel: Schematics of the electron trajectories (colored lines) in a linearly
polarized laser field (red line) for different times of ionization. The color of each trajectory
depicts its recollision energy. Electrons, that undergo ionization before the peak of the field are
driven away from the ion and thus do not recollide (gray trajectories). Lower panel: Recollision
energies of the electrons as function of their ionization (dashed) and recombination (solid) time.
Two types of trajectories can contribute to the harmonic emission, the so-called short and long
trajectories.

the single-atom response to a strong laser field leading to the emission of
high-energy photons. In the first step, the Coulomb potential of the atom
is bend by the electric field of the laser pulse such that it forms a barrier
through which the electron may tunnel into the continuum (Fig. 2.5a)).
Next, the oscillating electric field accelerates the ionized electron wave
packet first away and then back to the ion (Fig. 2.5b)) where it can un-
dergo recombination to the bound state while emitting the excess energy
as photon with ω = Ip + Ekin (Fig. 2.5c)).

In this process, the phase of ionization determines the recollision en-
ergy as depicted in Fig. 2.6. It can immediately be seen that two types
of trajectories contribute to each energy, the so-called short and long tra-
jectories denoted by the time spent in the continuum. Since the process
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Figure 2.7: In high-order harmonic generation, attosecond pulses are emitted every half-cycle of
the generating laser field and form an intrinsically phase-locked pulse train. This corresponds
to a periodic structure in frequency domain consisting of peaks at odd multiples of the driving
field’s photon energy.

described by the three-step model is repeated every half-cycle of the driv-
ing infrared (IR) field, it leads to the emission of photon bursts intrinsically
phase-locked to the generating field with half of its period (Fig. 2.7). This
periodicity in the time domain constitutes the well-known comb-like har-
monic structure in the frequency domain with a spacing of 2ωIR between
two adjacent harmonic peaks (see Fig. 2.8 upper panels).

As mentioned above, the experimental intensity behavior of a typical
high-order harmonic spectrum exhibits a plateau of constant intensity
(Fig. 2.4). This plateau follows a strong decrease in intensity for lower
orders and can reach up to harmonics of several hundred eV photon en-
ergy until reaching a sharp edge, known as the cutoff energy. The exact
shape of the harmonic spectrum can be reproduced by a model taking
into account the ionization and recombination dipole moments. Still, the
phenomenological expression for the cutoff energy following [48]

ωcut = Ip + 3.17Up (2.8)

as function of the ionization potential Ip of the atom and the ponderomo-
tive energy Up (see Eq. 2.1) is reproduced surprisingly well in our simple
semi-classical analysis of the contributing trajectories visible as maximal
recollision energy (Fig. 2.6). In the experiment, the cutoff energy can be
increased by generation with longer wavelengths or by using a two-color
field, e.g., in a heterodyne mixing scheme [49].

A full quantum-mechanical description of the HHG process followed
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in 1994 introduced by Lewenstein et al. as solution of the time-dependent
Schrödinger equation (TDSE) [50].

2.3.2 Phase-Matching

The application of high-order harmonic generation in the experiment re-
quires the constructive interference of harmonic emission stemming from
different atoms in the interaction region. This condition can be formulated
based on the wave vectors of the generating an emitted fields. Thus, for
the generation of the qth harmonic with photon energy qωIR the phase-
mismatch between the generating and emitted field has to vanish [51]:

∆k = qkIR − kq = ∆kg + ∆kd + ∆ki = 0 (2.9)

The first term ∆kg stems from the focusing geometry that introduces a
shift in the wavefront along the focus, the Gouy phase shift. The contri-
bution ∆kd reflects the dispersion in the target gas and the free electron
plasma in the interaction region and the term ∆ki describes the intrinsic
intensity-dependent dipole phase that can be seen as the phase of the wave
packet acquired during its trajectory.

In the experiment, the phase-matching condition can usually be ful-
filled for the short trajectories by placing the gas-target after the focus and
adjusting the intensity of the generating pulses and the gas pressure in the
target [52]. In this configuration, phase-matching is achieved in a signifi-
cant volume and leads to the emission of high-order harmonics with small
divergence and a positive chirp that can conveniently be compensated by
transmission through an aluminum (Al) foil exhibiting negative GDD in
the XUV spectral region.

2.4 Single Attosecond Pulse Generation

In 2001 Agostini and coworkers demonstrated experimentally, that the
harmonic emission stemming from the HHG process corresponds to a
train of pulses with durations around 250 as [53]. This observation paved
the way for the application of APTs in studies on the attosecond timescale.

Despite the large amount of experimental studies that were enabled
by the availability of APTs, some applications require the generation of
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Figure 2.8: Sketch of an APT (upper panels) and a SAP (lower panels) in time (left) and fre-
quency domain (right). The half-IR-cycle periodicity of the bursts in the case of the attosecond
pulse train leads to the comb-like harmonic structure in frequency domain with a spacing of
2ωIR between two consecutive harmonics whereas the single attosecond pulse exhibits a broad
continuous spectrum.

SAPs in order to exploit their intrinsic time-duration [12], their associated
broad continuous spectrum [28] or to overcome the inherent periodicity
of attosecond pulse trains [54] (Fig. 2.8).

The isolation of SAPs has first been demonstrated by Hentschel et al.
[55] by means of amplitude gating. This method is based on the spectral se-
lection of photons in the cutoff region that stem from the emission during
one central half-cycle around the peak electric field of the generating laser
pulse. Since this breakthrough, different techniques have been established
in order to limit or separate the generation of attosecond pulses from one
single half-cycle of the IR field, namely polarization gating (PG) [56], dou-
ble optical gating (DOG) [57], ionization gating [58, 59] or spatiotemporal
gating like the attosecond lighthouse technique [60, 61, 62].

In contrast to amplitude and intensity gating where the usable spectral
range is limited to the cutoff region of the HHG spectrum, the PG method,
DOG and the attosecond lighthouse technique produce broad XUV spec-
tra covering the plateau and the cutoff [63].

Parts of the work in this thesis are based on SAP generation by means
of polarization gating that will here be introduced in detail. The method
of polarization gating is based on the strong dependence of HHG on the
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Figure 2.9: Representation of the driving field’s polarization state used in the polarization gat-
ing technique. The leading and trailing edges of the pulse exhibit circular polarization (ε ≈ 1)
whereas the central part consists of a short window with linear polarization (ε ≈ 0). The
harmonic generation is effectively limited to the central half-cycle with ellipticities below 0.1.

ellipticity of the generating field which drops drastically for ellipticities
above 0.1 [64, 65]. In order to exploit this dependency, the generating IR
pulse is prepared in a polarization state with mostly circular polarization
and a small time window exhibiting linear polarization.

In practice, the generating IR pulse is transmitted through a combina-
tion of a thick birefringent quartz and a consecutive quarter-wave plate.
The orientation of the quartz plate is chosen such that its ordinary axis
includes an angle of 45◦ with respect to the linear polarization direction
of the IR field. After the quartz plate the laser pulse consists of three
parts: two linearly polarized leading and trailing edges with perpendicu-
lar polarization directions to each other as well as an elliptically polarized
central part.

Transmission through the successive quarter-wave plate acting on this
polarization state results in a pulse with leading and trailing circularly
polarized parts and a short linearly polarized region in the center (Fig. 2.9).
Focused into a gas jet, this laser pulse leads to harmonic emission limited
to the central linear part during one half-cycle of the driving field.

It can be shown that the PG scheme requires IR pulse durations as
short as 5 fs in order to yield efficient generation of isolated attosecond
pulses [66]. The use of pulses with a longer duration demands an in-
creased thickness of the quartz plate and lead to a significantly reduced
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Figure 2.10: Experimental CEP scan: Measured photon spectra as a function of the generating
pulse’s CEP. The spectra change from a continuous to a discrete shape with a periodicity in
the CEP of π. Right panel: Lineouts for CEP values of 0 and π/2. For the generation of single
attosecond pulses, the CEP is adjusted such that the spectrum is maximal continuous.

intensity in the linearly polarized region and thus a reduced HHG effi-
ciency.

The PG technique also requires the electric field of the driving field
to peak during the central, linearly polarized part of the pulse and thus
needs a stabilized and precisely controlled CEP. A deviation from this opti-
mal CEP value leads to the generation of more than one photon burst and
thus to a periodic structure in the XUV spectrum. This effect can be seen
in a so-called CEP scan in which the XUV photon spectrum is recorded
as function of the driving field’s CEP revealing a transition from a con-
tinuous to a periodic spectrum and back. A typical measured CEP scan
is shown in Fig. 2.10. The CEP optimization for the generation of single
attosecond pulses can also be achieved based on CEP scan photoelectron
measurements and a contrast analysis [67].

2.5 Characterization of Attosecond Pulses

Attosecond pulses and pulse trains can be described by a complex spectral
field with a certain amplitude and phase, in the same way as optical laser
pulses. The only observable directly accessible in the experiment is their
intensity spectrum, the amplitude to the square, which lacks the phase in-
formation of the underlying pulses. A temporal reconstruction and char-
acterization of attosecond pulses thus relies on measurement schemes that
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Figure 2.11: Calculated delay-dependent photoelectron spectrogram after ionization with an
attosecond pulse train in presence of an IR field with an intensity of 1011 W/cm2. For negative
delays, the APT arrives first. The presence of the IR field leads to the formation of sidebands
that show an oscillatory behavior. Top: The XUV (blue) and IR field (red) in time domain for
the delay τ = 0 fs. Right panel: The XUV spectral intensity consisting of odd harmonics is
shown together with the positive attochirp as GD of the spectral components. The formation of
sidebands is illustrated as pathways including the absorption of one XUV and one IR photon
and the absorption of one XUV and the emission of one IR photon.

allow the extraction of this phase information prior to determination of the
pulse durations. Here, we will present two schemes that are capable of
revealing the spectral phase of attosecond pulse trains and single attosec-
ond pulses, and highlight their application in the extraction of attosecond
delays in ionization processes.

2.5.1 Attosecond RABBITT

The reconstruction of attosecond beating by interference of two-photon
transitions (RABBITT) is based on a photoelectron measurement after the
ionization of a target by an APT in the presence of a time-delayed IR
field. A two-photon process involving one XUV and one IR photon is
used to ionize ground state electrons to the same final energy through
two pathways, the absorption of one XUV photon and one IR photon or
the absorption of one XUV photon and the emission of one IR photon:

E2q = ω2q−1 + ωIR = ω2q+1 −ωIR (2.10)
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Here, 2q + 1 and 2q − 1 with integer q are labels for the odd harmonic
orders and 2q stands for the even sideband order.

In a quantum picture, this two-photon process leads to the interference
of different quantum paths with the same final state of energy E2q reflect-
ing the phase difference. As a result, the photoelectron spectrum exhibits
sidebands between the main harmonic lines that are oscillating as a func-
tion of the XUV-IR delay with a frequency of twice the fundamental IR
frequency. The RABBITT scheme requires low IR intensities and can thus
be described using second-order perturbation theory [53] which results in
a calculated sideband amplitude of

S2q(τ) ∝ cos(2ωIRτ + ϕ2q−1 − ϕ2q+1 + ∆ϕatom) (2.11)

with the IR frequency ωIR, the XUV-IR delay τ, the phases of the neighbor-
ing harmonics ϕ2q−1 and ϕ2q+1 and the atomic phase contribution ∆ϕatom.
The latter is comparably small and can usually be calculated for atoms
with high precision. The IR phase 2ωIRτ drives the oscillation as function
of the delay and allows the fitting of the integrated sideband signal with
Eq. 2.11 to extract the delay-independent phases. It can be seen that the
extraction of two neighboring sideband phases ϕ2q and ϕ2q+2 is sufficient
to directly reconstruct the phase of the harmonic 2q + 1.

Figure 2.11 shows a calculated RABBITT trace together with the under-
lying APT and IR field (convention: for negative delays, the APT arrives
first). The positive attochirp (low frequencies at the leading edges of the
attosecond pulses) results in a visible negative tilt in the appearance of the
sideband peaks (green line) which is used to calculate the attochirp of the
APT.

The tilt can easily be understood in the picture where the sideband
peaks appear at delays where the respective frequency components of the
attosecond pulses (APs) in the train overlap with peaks of the IR electric
field. As these delay positions are given twice per IR period TIR, the
resulting period of the sideband oscillations is TIR/2. For a fixed delay, the
higher frequency components of the up-chirped APs arrive later and thus
overlap with a later part of the IR field. The lower frequency components
will reach the same overlap for larger delays. This picture explains the
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shift of the high-energy sideband peaks to smaller and the low-energy
sideband peaks to larger delays.

It should be noted, that the RABBITT technique does not allow the
complete temporal reconstruction of the APT due to the fact that the re-
sulting spectrogram only reflects the average of all attosecond pulses in
the pulse train. Still, the RABBITT technique can be used to characterize
the attochirp of the APT if the atomic properties of the target gas are well
known.

It also allows for the extraction of attosecond timing information of a
target under investigation by comparing its sideband phases with a refer-
ence system. For this, one can either measure two gaseous species at the
same time in a coincidence spectrometer [68] or use a refocusing geometry
and a spatially separated reference measurement which allows the exten-
sion to solid state systems [17]. Due to the fact that the exact time-zero
in a pump-probe experiment is not accessible with attosecond precision,
absolute phases and timing information remain hidden and only relative
statements can be made.

2.5.2 Attosecond Streaking

Even though the experimental technique in attosecond streaking is quite
similar to RABBITT, the underlying method for extracting information on
the attosecond pulse in this scheme is different. In contrast to RABBITT,
attosecond streaking is based on the ionization of a target with a SAP
and the consecutive streaking of the resulting electron wave packet in an
intense IR field.

A typical streaking trace is shown in Fig. 2.12, calculated for the same
parameters as the RABBITT trace in Fig. 2.11 but for a SAP and an IR
intensity of 3× 1012 W/cm2. The broad photoelectron energy distribution
shows an oscillatory behavior out of phase with the IR vector potential
(shown as red line). The increase in signal on the falling slopes of the
oscillations stems from the up-chirp of the attosecond pulse (convention:
for negative delays the SAP arrives first). Due to experimental limitations,
typical streaking traces are acquired at much lower resolution in energy
and delay.
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Figure 2.12: Calculated delay-dependent photoelectron spectrogram after ionization with a
single attosecond pulse in presence of an IR field with an intensity of 3× 1012 W/cm2. For
negative delays, the SAP arrives first. The presence of the IR field leads to a shift of the
final momentum distribution following the vector potential A (shown as overlay). Top: The
XUV (blue) and IR field (red) in time domain for the delay τ = 0 fs. Right panel: The continuous
XUV spectral intensity is shown together with the positive attochirp as GD of the spectral
components. The increased signal on the falling slopes of the streaking trace is a signature of
the positive chirp.

Single-photon ionization of an atom with an XUV pulse results in a
replication of its spectral amplitude and phase in terms of an electron
wave packet shifted in energy by the ionization potential of the atom:

Eel = ω− Ip (2.12)

Without IR field, the unperturbed intensity spectrum of the electron
wave packet does not grant insight into the underlying temporal structure.
If we now apply a gating function, e.g., an IR field capable of interacting
with the wave packet on the same timescale, this interaction allows to
unveil the complete temporal properties as we will show in the following.

In an electric field, the canonical momentum of an electron is con-
served:

P = p(t)− A(t) (2.13)

The asymptotic momentum of an electron wave packet ionized in pres-
ence of an IR field thus reflects the vector potential at the time of ioniza-
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tion:
pf(τ) = p0 − A(τ) = p0 + ∆p(τ) (2.14)

Here, p0 depicts the initial momentum resulting from ionization by the
XUV pulse, pf with |pf| =

√
2Eel is the final momentum of the electron

wave packet at the detector after the IR pulse has passed, and τ is the time
of ionization. This allows us to write the momentum at any time after
ionization based on the final momentum as

p(t) = pf(τ) + A(t). (2.15)

It is possible to derive a semi-classical description of the photoelectron
spectrogram (the so-called streaking trace) based on the time-dependent
Schrödinger equation for the ionization of an atom in a combined XUV
and non-ionizing IR field to the following equation [69, 70, 71]:

S(pf, τ) =

∣∣∣∣∣∣
∞∫
−∞

Ex(t− τ)d(pf + A(t))eiϕ(pf,t)ei(p2
f /2+Ip)tdt

∣∣∣∣∣∣
2

(2.16)

ϕ(pf, t) = −
∞∫

t

(
pf · A(t′) +

1
2

A2(t′)
)

dt′, (2.17)

with the XUV field Ex(t), the XUV-IR delay τ, the dipole matrix element d
for the transition from the bound to the continuum state with momentum
pf + A(t) and the ionization potential Ip.

Under the assumption, that the polarization directions of the XUV and
IR field are parallel, as it is the case for a typical streaking experiment, and
that the dipole transition matrix element is constant in the energy range
under consideration, i.e., d ≈ 1, Eq. 2.16 and 2.17 simplify to

S(pf, τ) ≈

∣∣∣∣∣∣
∞∫
−∞

Ex(t− τ)eiϕ(pf,t)ei(p2
f /2+Ip)tdt

∣∣∣∣∣∣
2

(2.18)

ϕ(pf, t) = −
∞∫

t

(
pf A(t′) +

1
2

A2(t′)
)

dt′. (2.19)

The dependency of ϕ(pf, t) on the final momentum can be released by
replacing the streaked photoelectron momentum based on Eq. 2.14 with
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Figure 2.13: Comparison of streaking spectrograms calculated for the same parameters for the
cases without (left) and with (right) application of the central momentum approximation. The
CMA leads to a symmetric streaking around the central part of the unstreaked photoelectron
distribution.

the initial momentum after ionization pf = pc − A(t) where pc depicts
the single value central momentum of the unstreaked momentum distri-
bution. This approximation is the so-called central momentum approxi-
mation (CMA) which is valid for low streaking amplitudes, if the band-
width of the unstreaked photoelectron momentum distribution is small
compared to it’s central momentum [72]. The influence of the CMA on
the spectrogram is demonstrated in Fig. 2.13, visible as change in the sym-
metry of the streaking along the energy axis.

The application of the CMA leads us to the final expression for the
spectrogram:

S(pf, τ) ≈

∣∣∣∣∣∣
∞∫
−∞

Ex(t− τ)eiϕ(t)ei(p2
f /2+Ip)tdt

∣∣∣∣∣∣
2

(2.20)

ϕ(t) ≈ −
∞∫

t

(
pc A(t′)− 1

2
A2(t′)

)
dt′. (2.21)

It now becomes evident, that Eq. 2.20 with ω = p2
f /2 + Ip resembles

S(ω, τ) ≈

∣∣∣∣∣∣
∞∫
−∞

P(t− τ)G(t)eiωtdt

∣∣∣∣∣∣
2

, (2.22)

which represents the form of a typical frequency-resolved optical gating
(FROG) trace [73] with P(t) = Ex(t) being the pulse and the IR acting
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as a pure phase gate G(t) = eiϕ(t) on the electron wave packet in the
continuum.

This derivation including the CMA is the basis of most algorithms ca-
pable of reconstructing an attosecond streaking trace and thus enabling
the temporal characterization of attosecond pulses and also the streaking
IR field. It disentangles the pulse and gate functions, removes their depen-
dence on the final energy and can be expressed as a Fourier transform of
the delay-dependent product Ex(t− τ)G(t).

2.5.3 FROG-CRAB Reconstruction

The frequency-resolved optical gating for complete reconstruction of at-
tosecond bursts (FROG-CRAB) was introduced by Mairesse et al. [74] as
method to use attosecond streaking for the complete temporal reconstruc-
tion of the attosecond pulse. The similarity of the fundamental struc-
ture of a streaking trace with Eq. 2.22 allows the direct application of
well-established blind FROG algorithms with the specialty, that in case of
FROG-CRAB, the pulse and the gate are completely independent. Further-
more, the streaking amplitude often does not vanish at the edges of the
measured streaking trace.

Numerically, the spectrogram Eq. 2.22 can be represented as

S(ω, τ) = Snm, (2.23)

with n ∈ [1, N] and m ∈ [1, M] sampled at equidistant steps along the
delay and energy axis, respectively. This matrix represents the Fourier
transform of the signal matrix in time domain S̃nm along the pulse-time
axis Sn = fft[S̃n].

The goal of all iterative FROG-CRAB algorithms is to find a represen-
tation of P(t) and G(t) that reproduces the measured spectrogram Inm

at best. In order to achieve convergence to this solution, two constraints
are applied at each iteration of the reconstruction: The amplitude of the
reconstructed spectrogram is replaced by the measured amplitude

Snm =
√

Inm exp(i arg[Snm]), (2.24)
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Figure 2.14: Sketch of the iterative steps used for the temporal reconstruction of attosecond
pulses in a FROG-CRAB scheme based on PCGPA and LSGPA. PCGPA: Starting with an initial
guess, the outer product of pulse and gate forms the matrix Onm that represents a row-shifted
version of the signal matrix S̃nm . After column-wise Fourier transform, the amplitude of the fre-
quency domain representation of the spectrogram matrix Snm is replaced by the experimentally
measured one. The back-transform to the time domain and the inverse row-shifting operation
is the basis for the calculation of the new pulse and gate using the power method. LSGPA: The
signal matrix is directly calculated based on the pulse and the gate. The frequency domain con-
straint is followed by the calculation of the new pulse and gate by means of the least-squares
method. Before using the resulting gate in the next iteration, the fast non-physical oscillations
have to be filtered by smoothing which effectively couples the different subsets of the gate
together.

which can be seen as the experimental or frequency domain constraint.
Secondly, in time domain P(t) and G(t) have to be valid choices to pro-
duce a spectrogram based on Eq. 2.22. This can be seen as the physical
constraint.

One of the most common iterative reconstruction algorithms used for
FROG and FROG-CRAB is the PCGPA [75, 76, 77]. It is a blind FROG
algorithm that is based on the properties of the outer product of the pulse
and the gate and requires a squared spectrogram M × M matrix with
sampling steps that fulfill the Fourier relation δωδτ = 2π/M between
the sampling step size in energy δω and in delay δτ. Figure 2.14 shows
the iterative scheme of the PCGPA and of the alternative reconstruction
algorithm LSGPA that will be discussed later.

Initial guesses for the reconstruction can directly be obtained from the
measured spectrogram: For the pulse, the Fourier transform of the un-
streaked photoelectron spectrum assuming a flat phase represents a good
starting point. The initial guess for the vector potential can simply be ob-
tained by extracting the center of mass (COM) of the streaking trace in
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momentum for all delays, pcom(τ), and calculating the vector potential
based on Eq. 2.14:

A(τ) = pc − pcom(τ). (2.25)

In every iteration of the PCGPA the signal matrix is calculated based
on the outer product between pulse and gate Onm = PmGn which can be
converted into the correct delay representation by applying a row-shift to
every row of the matrix. Based on this signal matrix, the complex fre-
quency domain representation of the spectrogram is obtained by Fourier
transforming along the vertical pulse-time axis. Next, the frequency do-
main constraint (Eq. 2.24) is applied by replacing the amplitude of the cal-
culated complex spectrogram with the square-root of the measured spec-
trogram in intensity. After an inverse back-transform to the time domain
and the application of the inverse row-shift, the outer product representa-
tion of the signal matrix is used to calculate the new pulse and gate as the
principal eigenvectors of OO† and O†O using the power method [77].

The advantage of the PCGPA algorithm is the easy and fast implemen-
tation based on the simple algebraic operations and the robust conver-
gence. The disadvantage is the requirement of a square matrix fulfilling
the conditions for the time and frequency step widths. As a consequence,
an experimental trace usually has to be resampled and interpolated before
providing it to the algorithm. This interpolation can lead to non-physical
artifacts in the reconstruction and has especially proven to be unreliable
for single-attosecond pulses of shortest duration and for those exhibiting
a small satellite pulse [72]. Another intrinsic assumption of the PCGPA
is the periodicity along the delay axis which is often not fulfilled for an
experimental streaking trace due to a limited acquisition window.

The LSGPA has been introduced by Gagnon et al. [72] as an alternative
to overcome the assumption of periodicity and the oversampling issue of
the PCGPA by relaxing the time-frequency-step constraint and allowing
the delay step width to be an integer multiple of the Fourier relation step
width δωδτ = 2πL/M with L ∈ [1, 2, . . . ] and a N × M spectrogram
matrix.

In its essence, the LSGPA is based on a signal matrix where the rows
are calculated based on different sub-sets of the gate. The application of
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the frequency domain constraint is performed in the same way as for the
PCGPA. Afterwards, the calculation of a new pulse and gate pair is based
on the least-squares method minimizing the least-squares error between
the new and the previous signal matrix. In this step, effectively L subsets
of the gate are calculated based on L subsets of the pulse and the signal
matrix, visible as fast oscillations in the new gate. These unphysical fast
oscillations have to be averaged out before using the gate for the calcula-
tion of the next signal matrix and pulse. This averaging is implemented
as separate smoothing of the amplitude and phase along the delay axis
which effectively couples the different subsets of the gate with each other.
This last step is the most sensitive part of the LSGPA reconstruction as too
little or too much smoothing prevents convergence of the algorithm.

For both algorithms PCGPA and LSGPA, a good convergence is typi-
cally reached after few thousand iterations. The time for reconstruction on
a modern computer is mainly defined by the speed of the Fourier trans-
form and thus directly depending on the size of the matrix. For a matrix
with 1024 points along the energy axis, the algorithms running for 20000
iterations take about 10 minutes for the LSGPA and about 30 minutes for
the PCGPA. Both algorithms are capable of retrieving the full XUV spec-
trum in amplitude and phase and at the same time the IR waveform.

In chapter 5, we introduce a novel scheme for the temporal reconstruc-
tion of attosecond pulses that is based on time-domain ptychography.
With this technique, called attosecond ePIE, the constraints on the sam-
pling steps along the delay axis are reduced even further and convergence
is achieved in minimal time with a large tolerance on noise in the exper-
imental streaking trace. We present an introduction to this technique as
well as a comparison with the established algorithms PCGPA and LSGPA.
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Chapter 3

Experimental Setups

The experimental studies presented in this thesis have been conducted
with the help of two different setups. The measurements on strong-field
ionization in the long-wavelength limit were driven by a purpose-built
mid-infrared optical parametric chirped pulse amplification (OPCPA) sys-
tem in combination with a velocity map imaging spectrometer (VMIS)
optimized for high electron energies. The experiments with attosecond
pulses and high-order harmonic generation (HHG) have been carried out
at the attoline, our versatile attosecond pump-probe beamline driven by
a commercial Ti:sapphire chirped pulse amplification (CPA) system. This
chapter is used to introduce both experimental setups as they form the
foundation of all results presented in this thesis.

3.1 Momentum Spectroscopy in the Mid-Infrared

3.1.1 Mid-Infrared Source

In contrast to high-intensity sources in the near-infrared (NIR) and their
broad commercial availability, table-top mid-infrared (MIR) laser systems
that allow high peak intensities on the order of 1013 W/cm2 are still sub-
ject to intense research and development. The most promising path to
achieve few-cycle pulses at wavelengths above 3 µm is the OPCPA. Here,
we present a brief overview of the OPCPA system that was developed
in order to perform the strong-field ionization experiments in the long-
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Figure 3.1: Scheme of the OPCPA based on three quasi-phasematched OPAs pumped at
1064 nm wavelength. The dashed rectangle depicts the power amplifier stage with consecu-
tive compression of the amplified idler. Adapted from [78].

wavelength regime presented in Chapter 4. It delivers sub-four-cycle pulses
with a pulse energy of 21.8 µJ and a duration of 44 fs at a central wave-
length of 3.4 µm and 50 kHz repetition rate.

The system is based on a series of three quasi-phase matching (QPM)
optical parametric amplification (OPA) stages pumped at a wavelength of
1064 nm with a seed wavelength of 1560 nm (Fig. 3.1). The seed is first
spectrally broadened in a dispersion compensated fiber and then chirped
in a pulse shaper in 4f-geometry and a silicon prism pair. The first two
OPA stages constitute the pre-amplifiers and are realized in a collinear
geometry based on apodized aperiodic periodically poled lithium niobate
(APPLN) gratings whereas the power amplification of the 2nd stage idler
pulses is based on a non-collinear geometry and a periodically poled
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Figure 3.2: Spectral a) and temporal b) characteristics of the OPCPA pulses based on a SHG-
FROG [73]. The spectral bandwidth is 800 nm centered around 3.4 µm wavelength. The corre-
sponding pulse duration has been reconstructed to be 44.2 fs. Adapted from [78].
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lithium niobate (PPLN) crystal. The resulting amplified idler pulses ex-
hibit a bandwidth of 800 nm and are compressed to the final pulse dura-
tion by transmission through a 5-cm bulk sapphire rod. The final spectral
and temporal profile of the amplified pulses is shown in Fig. 3.2.

More details on the OPCPA system can be found in [78, 79] and recent
developments covering the extension to amplification in the frequency do-
main are presented in [80].

3.1.2 Velocity Map Imaging Spectrometer

The velocity map imaging technique was first introduced by Eppink and
Parker in 1997 [82, 83]. It enables the measurement of complete photoelec-
tron momentum distributions (PMDs) which are projections of the full
three-dimensional momentum distributions along one dimension. It is
based on an electrostatic lens consisting of three electrodes, namely re-
peller, extractor and ground. For a well-defined geometry and electric
potential of all three electrodes, the resulting electric field distribution is
capable of projecting the momentum vector of all electrons or ions within
a certain focal volume onto an image plane. A detector in this plane is
then used to amplify and visualize the imaged charges by means of a
micro-channel plate (MCP) and a phosphor screen.

A sketch of the VMIS used in our lab can be seen in Fig. 3.3. It consists
of a ultra-high vacuum (UHV) chamber containing an inner compartment
with mu-metal shielding for the vertical field-free flight tube. On the right-
hand side, an entrance window allows the coupling of the laser beam into
the chamber. Inside, it is focused into the interaction region by means of a
back-reflecting concave mirror on a movable mounting. The target gas is
released into the chamber through an effusive gas nozzle that is integrated
into the repeller electrode [84]. This configuration leads to an enhanced
target gas density which improves the acquisition rate.

After ionization of the target gas by the incoming laser pulses, the re-
sulting PMD is imaged onto the detector by means of an electrostatic lens.
The exact geometry and electrostatic potential of the three electrodes has
been calculated and optimized with help of the software SIMION. At typ-
ical potentials of −3 . . .− 13 kV for the repeller and −2.6 . . .− 11.5 kV for
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Figure 3.3: Rendering of the VMIS used in the strong-field experiments presented in this thesis.
A back-focusing geometry is used to focus the incoming laser beam into the interaction region
where it ionizes the target gas released into the chamber by a gas nozzle integrated into the
repeller plate. The combination of three electrodes is used to image the resulting photoelectron
momentum distribution onto a micro-channel plate with consecutive phosphor screen. The
viewport on top of the device is used to digitize the projected distribution on the phosphor
screen with the help of a CCD camera. Adapted from [81].
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Figure 3.4: Detailed view of the interaction region and the imaging electrodes as cut through the
device. The laser pulses are focused into the center between the repeller and the extractor plate,
about 3 mm above the gas nozzle, from where the electrons start their trajectory towards the
detector. The quarter- and half-wave plates are used for polarization control and tomographic
imaging for the reconstruction of the full three-dimensional momentum distribution.

the extractor electrode with the third plate on ground potential, momen-
tum imaging of electrons up to p = 2 a.u. can be achieved. This is equiv-
alent to a kinetic energy of about 54 eV. The micro-channel plate is used
to amplify the signal of the impinging charges and the integrated phos-
phor screen allows the photographic imaging through the viewport on
the top of the VMIS. The calibration of the VMIS is performed with the
help of momentum distribution resulting from above-threshold ionization
(ATI) in linear polarization and the well-defined signature stemming from
absorption of N, N + 1, N + 2, . . . photons.

A detailed view of the interaction region, the gas nozzle and the elec-
trodes is shown in Fig. 3.4 as cut through the setup. In combination with
the control of the polarization of the ionizing pulses, the setup can be
used for tomographic imaging of the three-dimensional PMD [85, 86]. We
therefore use a computer-controlled quarter- and half-wave plate on the
outside of the chamber to turn the polarization in steps of 2◦ and acquire
projections of the resulting momentum distribution along multiple direc-
tions spanning 180◦. These projections can then be used in a filtered back-
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projection algorithm to reconstruct the full three-dimensional PMD [87].

The maximal electron energy observed in the experiment scales with
the ponderomotive energy Up. Thus, longer wavelengths lead to much
higher electron momenta and require the adjustment of the imaging geom-
etry. To switch between high-resolution velocity map imaging of a small
momentum space suitable for experiments at wavelengths of 800 nm and
lower resolution momentum imaging up to high electron energies (Eel >

0.5 a.u.), the distance between the MCP and the focal region can be adapted.
Typical experimental photoelectron momentum distributions can be found
in Chapter 4.

The VMIS presented in this section has proven to be a versatile tool for
strong-field experiments at wavelengths of 800 nm [88, 38] and those at
3.4 µm presented in this thesis. More details on the setup and the tomo-
graphic imaging can be found in [81].

3.2 Attosecond Spectroscopy

3.2.1 Laser System

The laser system that supplies the attoline with infrared (IR) femtosecond
pulses consists of a CEP-stabilized titanium-doped sapphire (Ti:sapphire)
oscillator (Femtolasers Femtosource Rainbow) and a consecutive two-stage
chirped pulse amplification (CPA) system delivering pulses with energies
up to 10 mJ at 1 kHz repetition rate. A scheme of the setup is presented in
Fig. 3.5. The Ti:sapphire oscillator is pumped by a 3 W continuous wave
(cw) diode-pumped solid-state laser (DPSSL) at 532 nm wavelength where
an acousto-optic modulator (AOM) introduced into the pump beam is
used to modulate the pump power in order to achieve the fast loop carrier-
envelope phase (CEP) stabilization of the system. The oscillator delivers
7-fs pulses based on Kerr lens mode-locking (KLM) with about 2.8 nJ pulse
energy at a repetition rate of 77 MHz. These pulses are stretched to about
7 ps pulse duration before entering the first amplification stage consist-
ing of ten passes through a Ti:sapphire crystal pumped by a Q-switched
Nd:YLF laser with 20 W of average power.

During the first four passes, the full 77 MHz pulse train is amplified
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Figure 3.5: Overview of the laser system used for high-order harmonic generation and pump-
probe experiments. It consists of a Ti:sapphire oscillator and a two-stage chirped pulse ampli-
fication system that delivers up to 10 mJ pulses at 1 kHz repetition rate and a pulse duration
of 25 fs. In order to deliver CEP-stabilized pulses it uses a fast loop acting on the pump of
the oscillator and a f -to-2 f CEP detection after the grating compressor with a feedback to the
prism stretcher.

and then guided through a combination of a Pockels cell and an acousto-
optic programmable dispersive filter (AOPDF) (Fastlite DAZZLER) acting
as a pulse picker and pulse shaper. The amplification in the last six passes
is performed on a reduced pulse train with 1 kHz repetition rate. The
output pulses of up to 2.2 mJ can either be used as seed of the power am-
plification stage or coupled out towards the experiment. The power am-
plification stage uses a cryogenically cooled Ti:sapphire crystal pumped
by 2× 40 W at 527 nm wavelength and delivers pulses with up to 13 mJ of
pulse energy before compression. The output pulses of the amplification
stages are compressed by means of a transmission grating compressor to
their final duration of 25 fs.

The whole laser system, from the oscillator to the compressed output of
the amplification stages, is designed to be used in a CEP stabilized mode.
The oscillator possesses the so-called fast-loop acting on the modulation of
the pump power with the help of the AOM to stabilize the phase-slip per
roundtrip in the cavity to π/2. The amplification stages require further
control of the CEP to compensate for slow drifts. Therefore, a part of
the compressed output beams is guided into an f -to-2 f interferometer
capable of extracting the CEP value based on the interference of a part of
the fundamental spectrum f and a part based on the second harmonic of
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Figure 3.6: Spectral and temporal properties of the laser pulses after filamentation and com-
pression by several bounces on chirped mirrors. The characterization has been performed with
the SPIDER technique [89]. In this pulse compression scheme, we reach pulse durations of
5.4 fs, close to the Fourier limit. Adapted from [90].

the long-wavelength region of the spectrum f ′ with 2 f ′ = f . The extracted
CEP value can be used in a closed-loop operation by applying a change in
the dispersion of the prism-stretcher based on a piezo-electric actuator.

For some applications, the pulses delivered by the laser system have
to be compressed in time to a duration of few femtoseconds. In order to
achieve the spectral bandwidth necessary to support such short pulse du-
rations, we exploit the spectral broadening due to self-phase modulation
(SPM) during the interaction of the pulses with a gaseous environment.
We therefore focus the laser pulses into two meter-long gas cells typically
filled with argon gas at pressures around 500 mbar.

The propagation in the gas cells leads to two complementary nonlinear
effects around the focus: the Kerr effect causes self-focusing of the beam
in the region of high intensity due to the nonlinear contribution n2 I to the
refractive index

n(I) = n0 + n2 I. (3.1)

At the same time, the emerging plasma density due to the ionization of the
gas leads to defocusing of the beam. The interplay of both mechanisms
results in an extended range of interaction of the high-intensity beam with
the gas and thus to efficient SPM and spectral broadening, called filamen-
tation.
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The pulses after spectral broadening feature a strong chirp that can
be compensated by several bounces on chirped mirrors in order to reach
the compressed pulse duration of 5.4 fs (Fig. 3.6) suitable for the genera-
tion of single attosecond pulses employing the polarization gating (PG)
technique.

Details on pulse characterization techniques for optical pulses, namely
frequency-resolved optical gating (FROG) and spectral phase interferom-
etry for direct electric-field reconstruction (SPIDER), can be found in [73,
89]. Additionally, the newer self-referenced spectral interferometry (SRSI)
technique [91] is applied in our lab supporting the characterization of
pulses with durations down to 4 fs.

3.2.2 The attoline Setup

The attoline is a versatile XUV-IR-pump-probe beamline allowing for the
simultaneous measurement in two different interaction regions by means
of refocusing of the beams. Figure 3.7 shows the overall setup composed
of a series of vacuum chambers that will be discussed in two sections: the
front part consists of the high-order harmonic generation and the prepara-
tion of the pump and probe pulses whereas the second part contains the
experimental chambers and the analysis of the extreme ultraviolet (XUV)
radiation. More details can be found in [90].

All the vacuum chambers of the attoline are designed and connected in
a differential pumping scheme that allows a high pressure of 2× 10−3 mbar
in the generation chamber under load during HHG and at the same time
pressures as low as 5× 10−8 mbar in the first experimental chamber and
below 10−10 mbar in the 2nd experimental chamber as required for exper-
iments on solid state surface dynamics.

The first four compartments are shown in detail in Fig. 3.8. The in-
coming laser beam is split up into a high-intensity part for the high-order
harmonic generation and a part that is used for the time-delayed IR pulses
in pump-probe experiments. We first pass the generation beam through
a combination of a quartz and a quarter-wave plate as required for the
generation of single-attosecond pulses with the PG technique. By turning
the quartz plate, the polarization state of the generating IR pulses can be
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Figure 3.7: Overview over the different compartments of the attoline. Details are given in the
text. Adapted from [90].

40



3.2. Attosecond Spectroscopy
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Figure 3.8: Detailed view of the first four vacuum chambers of the attoline. The first one is
used to split up the incoming IR pulses into a high-intensity part for the HHG and a low-
intensity part for pump-probe experiments. The polarization gating is implemented in the
generation beam path before focusing into the target gas cell. The resulting harmonic radiation
is recombined with the time-delayed IR pulses and then focused by a toroidal mirror into the
experimental region.

adjusted to choose between the generation of attosecond pulse trains or
single attosecond pulses.

After passing through a motorized iris for intensity control, the pulses
are focused into a point in front of the target gas cell that is filled with
few mbar of a noble gas, where the HHG takes place. Phase-matching
of the short trajectories (see Sec. 2.3.2) can be achieved by adjusting the
position of the gas target along the beam, by changing the gas pressure
and the pulse intensity. The intrinsic attochirp of the harmonic radiation is
compensated by transmission through an aluminum foil with a thickness
of 100 nm which possesses a negative GDD in the XUV spectral region [92].
At the same time, this metallic filter is used to block the residual IR from
the generation.

Besides the aluminum foil, different metallic filters can be applied in
order to shape the XUV spectrum to fit specific experimental needs. Fig-
ure 3.9 shows the transmissions for selected metals as a function of the
photon energy.

After the filter, the freely propagating harmonic beam passes through
a drilled mirror which is used to recombine the XUV beam with the
divergence-matched IR beam. The pulses in the IR beam arrive at the
same time as the XUV pulses, variable by a piezo-electric delay stage with
a resolution of about 20 as.
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Figure 3.9: Transmittance for the metals aluminum (Al), indium (In), tin (Sn), zirconium (Zr),
and zinc (Zn) in the VUV and XUV range for a thickness of 100 nm. Typical metal filters
applied in the experiment are aluminum for blocking the residual IR and tin for shaping the
XUV spectrum. Data taken from [93].

The whole interferometric part of the attoline is placed on a tempera-
ture-stabilized base plate in order to minimize temporal drifts in the pump-
probe overlap. Furthermore, it has recently been extended with an ac-
tive interferometric stabilization based on a co-propagating cw laser beam
with a wavelength of 473 nm [68].

The last chamber of the attoline front-end contains the toroidal mir-
ror that is used to focus the collinearly propagating attosecond XUV and
femtosecond IR pulses into the first experimental region. Additionally,
it accommodates an optional calibrated photo diode to measure the XUV
pulse energy and an imaging MCP used to visualize the XUV spatial beam
profile.

An insertable mirror on the way to the experimental chamber enables
us to couple out the IR pulses in order to set and observe the overlap of
the pump and probe pulses in the focal plane and to determine the coarse
adjustment of the temporal overlap.

The first experimental vacuum chamber hosts a time-of-flight spectrom-
eter (TOF) (Kaesdorf ETF11) used for gas-phase photoelectron/photoion
experiments. The target gas is released into the UHV chamber by an ef-
fusive nozzle positioned just above the focus of the XUV and IR beams
and the TOF collects the charged particles resulting from ionization with
the help of an electrostatic lens and guides them to the detection MCP.
The signal is read out by a digital timing unit (Fast ComTec P7889) for
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Figure 3.10: Typical XUV high-order harmonic spectrum for generation in argon after transmis-
sion through an aluminum filter.

the electrons or a digitizer card (Agilent U1071A) for the ions. A repeller
electrode ensures the efficient collection of the ions.

The gas nozzle in the first interaction region can be replaced by a
piezo-driven pulsed gas cell used for gas-phase transient absorption exper-
iments or by a thin solid-state target for transient absorption experiments.

After the first interaction region, we use a spherical mirror to focus
the XUV pulses into the entrance slit of the XUV spectrometer consisting
of a grating (450 grooves/mm) and a CCD camera (Princeton Instruments
PIXIS-XO 400B). A typical XUV spectrum can be seen in Fig. 3.10.

One key feature of the attoline is the possibility to re-image the first
focus into a second interaction region that can be used for experiments on
solid-state targets [90] or in a second gas-phase experiment. In this config-
uration, two simultaneous measurements can be carried out among those
one usually serves as reference for a second less-known system under
investigation. Thereby, photoionization-delay experiments based on the
reconstruction of attosecond beating by interference of two-photon transi-
tions (RABBITT) technique (Sec. 2.5.1) on, e.g., solid state targets with a
noble gas reference experiment in the first chamber can be realized [17, 94].
To guide the beam into the second chamber, the spherical mirror in front
of the spectrometer can be removed from the beam. Thereby, a second
toroidal mirror refocuses the XUV and IR pulses into the interaction re-
gion of a mobile end station located next to the optical table (Fig. 3.7).
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Figure 3.11: The generation of high-order harmonic radiation is intrinsically phase-locked to
the IR pulses. A variable delay on the IR beam path enables pump-probe measurements with
attosecond resolution. The tuning-fork chopper that is synchronized to the laser system op-
erates at half its repetition rate and thus blocks every second IR pulse. The resulting signal
consists of alternating parts containing XUV-only and full XUV-IR-pump-probe data that can
be acquired separately by a fast acquisition card.

Significant contributions to the quality of the acquired data and the
signal-to-noise ratio (SNR) include long-term effects caused by tempera-
ture drifts of the environment and mechanical shifts over the day as well
as short-term fluctuations of the signal due to vibrations caused by the in-
dispensable turbo pumps, fluctuations in the laser pulses or the generation
gas pressure. One technique that has been implemented to increase the
SNR of the measured data from the TOF, is the integration of a tuning-fork
chopper into the IR beam path. This tuning-fork chopper is oscillating at
a frequency of half the laser repetition rate synchronized to the laser sys-
tem. It thus blocks every second IR pulse which allows us to acquire refer-
ence (XUV only) data in alternation with full pump-probe data (Fig. 3.11).
This principle is based on the fast digitizer card that receives the current
status (open or closed) from the chopper in parallel with the data and is
thus able to sort and tag it accordingly. The separate averaging and treat-
ment of the data is then performed in real-time by a homebuilt software
on the data acquisition computer.

For experiments, where the IR-induced effect on the signal is very small
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compared to the overall signal amplitude, this acquisition scheme leads to
a significant increase in the data quality and enabled the studies presented
in Chapter 7.
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Chapter 4

Breakdown of the Dipole Approximation in

Strong-Field Ionization

In this chapter, we explore effects in the long-wavelength regime in strong-
field ionization. We therefore apply the mid-IR OPCPA source in order to
ionize noble gases at a wavelength of 3.4 µm and intensities on the order
of 1013 W/cm2. Photoelectron momentum distributions were recorded by
velocity map imaging and projected onto the beam propagation axis. We
observe an increasing shift of the peak of this projection opposite to the
beam propagation direction with increasing laser intensities. From a com-
parison with semiclassical calculations, we identify the combined action
of the magnetic field of the laser pulse and the Coulomb potential as ori-
gin of our observations. The significance of the magnetic field component
of the laser pulses implies the breakdown of the dipole approximation
at surprisingly low intensities. Parts of this chapter have been published
in [95].

4.1 Introduction

The electric dipole approximation is a concept widely used to facilitate
calculations and the understanding of processes involved in light-matter
interactions in atomic, molecular and optical physics. In its essence, it as-
sumes that the relevant length scales associated with the target are small
compared to the wavelength of light. In particular, theoretical descriptions
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Figure 4.1: Illustration of the wavelength-intensity parameter space in strong-field ionization,
taking the magnetic field component into account. The area where the dipole approximation
is considered as valid (“dipole oasis”) is depicted as green dotted region. The well-known
short-wavelength dipole limit arises for wavelengths on the order of the atomic scale, i.e., for
λ = 1 a.u.. The long-wavelength limit arises due to the laser magnetic field component, and
is characterized by the ratio Up/2ωc = 1 a.u.. The experiment presented in this chapter was
performed at a wavelength of 3.4 µm at intensities close to this limit (orange triangles). The
radiation pressure limit arises for U2

p/2c2 = 0.5 a.u., and true relativistic effects start to occur
around 2Up/c2 = 1 a.u. [26]. The parameter ΓR = (U3

p Ip)1/2/3c2ω indicates the limit where
the spatially spread electron wave packet essentially misses the ion under the influence of the
magnetic field [97]. Adapted from [95].

of strong-field ionization build heavily on this approximation and it usu-
ally holds well for the most commonly used near-infrared laser sources
and intensities [96]. While the breakdown of the dipole approximation
towards short wavelengths, where the wavelength becomes comparable to
the target size, can be expected, a lesser-known limit also exists towards
long wavelengths [24, 25, 26].

In the dipole approximation, the vector potential A(t) that describes
the laser field is spatially homogenous and thus, the magnetic field com-
ponent of the laser field is zero, since B = ∇×A(t) = 0. Consequently,
the magnetic field component of the laser field is neglected in all consid-
erations building on this approximation. However, because the magnetic-
field component of the Lorentz force acting on the electrons exposed to
the laser light depends linearly on the ratio p/c with the electron’s mo-
mentum p and the speed of light in vacuum c, high-energy electrons are
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strongly influenced by the magnetic field. Moreover, such high-energy
electrons inevitably occur in strong-field ionization using intense long-
wavelength driving lasers. Thus, at long wavelengths, the dipole approx-
imation is expected to break down in strong-field ionization due to the
onset of magnetic field effects.

Criteria that characterize the onset of magnetic field effects as well as
the onset for fully relativistic treatment of the ionization process have been
formulated [24, 25, 98, 26]. The commencement of fully relativistic behav-
ior can be characterized by twice the ponderomotive energy approaching
the rest energy of the electron, i.e.,

2Up

c2 =
I

2ω2c2 = 1 (4.1)

with I the peak intensity and ω the carrier frequency of the laser pulse.

The onset of the influence of the magnetic field effects, however, be-
comes noticeable already at significantly smaller intensities and higher
frequencies than those required to achieve this condition. In particular, the
limit of the dipole approximation for long wavelengths is reached when
the magnetic field induced amplitude of a free electron’s motion in the
frame where the electron is in average at rest becomes 1 a.u. [24, 25, 26],
i.e.,

Up

2ωc
= 1 a.u. (4.2)

These relativistic and non-relativistic limits of the dipole regime are shown
in Fig. 4.1.

Due to the widespread deployment of Ti:sapphire laser systems, the
majority of experiments in strong field science are performed at wave-
lengths around 800 nm, where the dipole approximation is considered to
be valid for intensities of at least 5×1015 W/cm2 [24].

Non-dipole effects in strong-field ionization have been subject to a
number of works by various groups. Such effects have been observed ex-
perimentally for the case of multiply charged ions in ultra-high-intensity
beams at wavelengths of 800 nm [99, 100, 101] and 1053 nm [102, 103].
They have been studied purely theoretically for XUV pulses [104], in
the frame of calculations on photoelectron rescattering processes [97, 105,
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4. Breakdown Dipole Approximation in Strong-Field Ionization

106, 107], and laser driven ion dynamics [108]. Furthermore, studies
of non-dipole effects have often assumed a negligible influence of the
Coulomb potential, as was recently the case in an experiment for circu-
larly polarized light at 800 nm and 1.4 µm [27], and in theoretical investiga-
tions [24, 25, 109]. Here, we present an experimental study of non-dipole
strong-field ionization for the important case of linearly polarized light
with few-cycle pulses at a mid-infrared (mid-IR) wavelength, where the
Coulomb potential of the residual ion is of significant importance as well
as the laser’s magnetic field. A solid understanding of the case of linearly
polarized light at long wavelengths is of considerable importance for all
phenomena relying on electron recollision processes such as the genera-
tion of x-ray high harmonic radiation and attosecond pulses [22], hologra-
phy with photoelectrons [19] and laser-induced diffraction [110, 37].

4.2 Experiment

In this chapter, we study non-dipole effects on complete photoelectron
momentum distributions (PMDs) from strong-field ionization of noble
gases with few-cycle mid-IR pulses at moderate intensities. We show that
these PMDs exhibit clear evidence for the influence of the magnetic field
component of the laser pulse. To access the long-wavelength limit of the
dipole approximation, we developed a state-of-the-art optical parametric
chirped-pulse amplifier (OPCPA) system based on chirped quasi-phase-
matching (QPM) devices, as described in detail in Sec. 3.1.1 and in [79, 78].

The pulses with a duration of 44 fs, and a pulse energy of 21.8 µJ and
a center wavelength of 3.4 µm at a high repetition rate of 50 kHz were
guided into the velocity map imaging spectrometer (VMIS) described in
Sec. 3.1.2 [82, 84, 81] and focused into the interaction region by a dielec-
tric mirror with a focal length of 15 mm. The resulting photoelectrons
were mapped onto a micro-channel plate, imaged by a successive phos-
phor screen and recorded with the help of a charge-coupled device (CCD)
camera.

We recorded PMDs from the noble gases xenon, argon, neon and he-
lium in an intensity range of 2–8×1013 W/cm2 and observed an asymme-
try of the photoelectron images along the beam propagation axis with
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Figure 4.2: (a) Typical projected photoelectron momentum distribution (PMD) of xenon
recorded at an intensity of 6×1013 W/cm2 with linear polarization using a VMIS at a center
wavelength of 3.4 µm. We show the plane spanned by the laser polarization (labeled px) and
propagation (labeled pz) direction. The orange arrow depicts the center spot resulting from
field-ionization of highly-excited Rydberg states used as reference for pz=0 a.u., and the dashed
boxes indicate the areas taken for the momentum-offset analysis. (b) Projections of the PMD
onto the beam propagation direction together with Lorentzian fits. The orange curve (squares)
is used to set the pz=0 a.u. reference and the offset of the maximum of the photoelectron
distribution is extracted from the fit on the green markers (circles). Adapted from [95].

respect to our reference, which is the center spot as marked in Fig. 4.2(a).
The center spot location corresponds to low-energy electrons that origi-
nate from highly excited states that remain after the interaction with the
laser pulse [27, 111, 112]. The electric field of the spectrometer ranges from
0.5–1 kV/cm and can thus field-ionize excited states with a binding energy
that corresponds to a principal quantum number of n=21 or higher [113].
As these electrons do not gain kinetic energy in the detector plane and
do not interact with the laser pulse after ionization, they can be used as a
reference point for zero momentum of the photoelectrons [27].

In order to quantify the asymmetry in the experiment we projected the
two-dimensional PMDs onto the axis of beam propagation z and extracted
the offset of the peak of the projected distribution with respect to the cen-
tral reference spot as depicted in Fig. 4.2(a). For that reason the PMDs
were split along the laser polarization direction x into a central slice with
a width of ∆px = 0.05 a.u. (to isolate the central spot), and the two outer
regions (that exhibit the offset of the peak in beam propagation direction).
As illustrated in Fig. 4.2(b) the positions of the maxima were extracted by
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4. Breakdown Dipole Approximation in Strong-Field Ionization

fitting the peak regions in a range of ∆pz ≈ 0.05 a.u. with a Lorentzian
function in each case. Here the peak of the central slice simply defines
pz=0 a.u. so we further concentrate our analysis on the offset of the peak
of the rest of the PMDs as function of laser intensity. The error of this pro-
cedure was estimated from the camera pixel size. The intensity was cali-
brated via the longitudinal width of the PMDs on the basis of semiclassical
calculations described in the following section. In order to prevent the in-
fluence of interferences that occur for linear polarization, this longitudinal
width was calibrated with measurements and simulations performed for
circularly polarized light.

4.3 Simulation

For comparison with the data we performed classical trajectory Monte
Carlo (CTMC) simulations of electrons using an established semiclassi-
cal two-step model [114, 47, 115, 116]. As initial conditions, we used
the tunnel exit as it is calculated in parabolic coordinates [117, 118] with
the ionization rate and the initial momentum distribution from the ADK-
theory [119, 120]. Here, the tunnel ionization probability is

WADK (E) =
C2

l
2|m||m|!

(2l + 1)(l + |m|)!
2(l − |m|)! ·

1
κ(2Z/κ)−1

(
2κ3

E

)(2Z/κ)−|m|−1

e−2κ3/3E

(4.3)

as a function of the electric field E, the nuclear charge number Z, the
quantum numbers l and m and κ =

√
2Ip. The coefficient Cl is the ampli-

tude of the electron wave function in the tunneling region [121]. Barrier
suppression for high intensities was accounted for by the correction

WBS (E) = WADK (E)e−α(Z2/Ip)(E/κ3) (4.4)

with the empirical factor α tabulated in [121]. Figure 4.3 shows an example
of the ionization rate calculated for the experimental laser parameters and
an intensity of 6× 1013 W/cm2.

The initial momentum spread in the direction perpendicular to the tun-
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Figure 4.3: Calculated ADK ionization rate for xenon and a laser pulse matching the experi-
mental conditions at an intensity of 6× 1013 W/cm2. The high non-linearity effectively limits
ionization to the strong central cycles of the field.

neling direction is

σ⊥ =

√
ω

2γ
(4.5)

based on the Keldysh parameter γ.

Despite theoretical models that describe tunnel ionization beyond the
dipole approximation [122, 123, 124], the validity of this model, that pro-
vides our initial conditions for the CTMC simulations, was questioned [24,
26]. Thus, we tested the robustness of our simulation results against varia-
tions of the spatial starting point for the propagation and variations in the
ionization rate considerably beyond the change expected for relativistic
tunneling. We therefore varied the exit point between 60 and 300% and
the ionization rate by at least 5 orders of magnitude.

As the outcome was found to be robust against these variations, we
can exclude any significant influence due to deviations from the initial
conditions. The robustness of our results against details in the geometry
or dynamics of the ionization step is further emphasized by the similar-
ity of the data for the different gas species, whose ionization threshold
varies considerably. Therefore, we can conclude that the dominant contri-
bution to the observed asymmetry of the PMDs rather originates from the
propagation of the liberated electrons under the influence of the combined
Coulomb and laser field.
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4. Breakdown Dipole Approximation in Strong-Field Ionization

In our model, the magnetic field component of the laser pulse is fully
included during the propagation in the combined fields of the laser pulse
and the residual ion:

ẍ = −∇Vi(x)− E− ẋ× B. (4.6)

Each electron trajectory was propagated until the end of the pulse and the
asymptotic momenta were calculated via Kepler’s analytical formula [125,
126].

To circumvent numerical problems with the 1/r Coulomb potential we
filter out electrons that come closer than 0.5 a.u. to the parent ion. This
just affects as few as 0.25% of the trajectories and was verified not to alter
the outcome of the simulation. For each laser intensity, 106 trajectories
were calculated and subsequently binned in momentum space with a bin
size of 10−3 a.u.. In analogy to the procedure with the experimental data,
the maxima of the resulting photoelectron images projected onto the beam
propagation direction were identified by Lorentzian fits of the central part
of the momentum distributions.

We would like to mention that the central spot in the simulated PMDs
is absent since we did not include the field ionization of highly excited
states by the spectrometer field. However, in the simulations, the reference
for zero momentum is intrinsically known. For the simulations the error
was estimated from the bin size used.

4.4 Results

In the experiment, the extracted offset of the peak of the PMDs in beam
propagation direction shows a clear trend with respect to intensity: in the
studied intensity range we observe an increase of the offset for higher in-
tensities. This behavior is also directly visible in the photoelectron momen-
tum images (Fig. 4.4(a)). Furthermore, we observe that the offset is shifted
towards negative values on the beam propagation axis, i.e., opposite to the
beam propagation direction. This behavior appears to be counterintuitive
as it contradicts the expectation for a free electron, i.e., without any influ-
ence of the Coulomb potential: the behavior of a free electron is expected
to be governed by the radiation pressure that is exerted onto it by the
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Figure 4.4: PMDs and their projections recorded in xenon and helium at different intensi-
ties. Upper figures: measured and simulated PMDs. Lower figures: projections of these
PMDs onto the beam propagation, as used to extract the momentum offset (see Fig. 2). (a)
Experimentally-measured PMDs of xenon recorded at 3 and 6×1013 W/cm2. (b) Correspond-
ing simulated PMDs at same intensities than (a) reproducing the negative offset through the
combined influence of the Coulomb potential and the full electromagnetic laser field. (c) Simu-
lated PMD excluding the magnetic field. The projection exhibits no offset. (d) Measured PMD
of helium at 800 nm and an intensity of 1.4×1014 W/cm2. Due to the shorter wavelength, the
dipole approximation is valid and no offset is visible. Adapted from [95].

Lorentz force. This picture was also utilized in Ref. [27] for the interpreta-
tion of an observed shift of the photoelectron momentum distributions in
the beam propagation direction.

In contrast, we show that the behavior in the case of linearly polarized
light is caused by the influence of the magnetic field and the Coulomb
potential. In this case, the electron can be driven back to the ion core by
the laser field and can interact with the ion’s Coulomb potential [47, 115].
As a simplified intuitive picture for the observed asymmetric momentum
distribution, one might think of electrons first being pushed in the beam
propagation direction by the magnetic field, and then being scattered in
the opposite direction by the Coulomb potential when the electrons subse-
quently pass by the parent ion (Fig. 4.5).

To explain our observations, the experimental data are compared to
the CTMC calculations including both the magnetic field component of
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k

Figure 4.5: Sketch of two electron trajectories under the influence of the combined Coulomb
and laser field to illustrate the momentum shift opposite to the beam propagation direction k.
a) Without magnetic field, the electron momentum distribution is symmetric with respect the
propagation axis as a results of the symmetric distribution of initial momenta and symmetric
forces acting onto the electron wave packet. b) The Lorentz force due to the magnetic field
component results in a shift of the electrons in beam propagation direction. This shift in com-
bination with consecutive passes close to the ion lead to a backscattering resulting in a shift of
the peak of the momentum distribution opposite to the beam propagation direction.

the laser pulse and the Coulomb potential of the residual ion. We ob-
serve a good agreement between the simulated PMDs and the experimen-
tal data Fig. 4.4(b). When the magnetic field component is neglected
in the calculations, the asymmetry along the beam propagation direc-
tion vanishes (Fig. 4.4(c)). In order to rule out the possibility that our
observed momentum shifts were introduced as an experimental artifact,
PMDs were recorded in the same geometry at a wavelength of 800 nm
and are shown in Fig. 4.4(d). The intensity used in this photoelectron im-
age was 1.4×1014 W/cm2, i.e., an intensity that is significantly higher then
the ones used for our experiments at mid-IR wavelengths. Nonetheless,
this photoelectron image does not show any measurable asymmetry.

In Fig. 4.6 the offsets extracted from the experiments with different
gases are plotted together with the ones from the simulations. We observe
an excellent agreement of the offsets between experiment and our simple
semiclassical theory. For our parameter range, we see an increase of the
momentum offset with increasing intensity. Our data demonstrate that
the offset is not sensitive to the target gas within the sensitivity limits of
the experiment.

A further aspect of strong-field ionization beyond the dipole approx-
imation that has been discussed in recent articles is a possible momen-
tum transfer of the order Ip/c onto either the ionized electron, the ion or
the electron-ion system. In the work of Smeenk et al. [27], the authors
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Figure 4.6: Extracted peak offsets along the laser propagation direction as function of laser
intensity for different target gases from experiment (filled markers) and semiclassical simula-
tion (open markers). The points show a clear trend towards increasing negative offsets (i.e. op-
posite to the beam propagation direction) for increasing laser intensities. The uncertainties are
indicated as error bars and the gray shaded area, respectively. Adapted from [95].

concluded that a momentum Ip/c is transferred to the electron-ion sys-
tem before the electron dynamics is governed mainly by the laser field.
Other works suggest an initial kick of the electron in the direction of the
beam [122, 123]. From comparison of simulations where we included a
momentum kick of the electron in z-direction with the ones without, we
find that in the case of linearly polarized light our measurements are not
sensitive enough to resolve consequent signatures in the photoelectron
spectra.

To finalize the study, we compare our results to those obtained in circu-
lar polarization [127]. In contrast to the momentum distributions acquired
in linear polarization, those acquired in circular polarization exhibit a sym-
metry along the beam propagation direction and lack the central peak
stemming from Rydberg atoms. The calibration for zero electron momen-
tum was thus taken in linear polarization just before the measurement.
The symmetry of the distribution simplifies the analysis as it allows us
to fit a Gaussian function to the complete projected distribution (Fig. 4.7)
in order to extract the offset. Based on this analysis we find an increas-
ing shift of the distribution in beam propagation direction with increas-
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Figure 4.7: Experimental photoelectron momentum distribution for the case of circular polariza-
tion. The projected distribution is fitted with a Gaussian function in order to extract the offset
in positive beam propagation direction following the analysis in [27]. Adapted from [127].

ing intensity which is in perfect agreement with the prediction based on
radiation pressure and a negligible Coulomb potential [27]. The results
obtained in linear and circular polarization are shown together in Fig. 4.8.

4.5 Conclusion

In conclusion, we observed the breakdown of the dipole approximation
in its long-wavelength limit for moderate laser intensities in the mid-IR.
We showed that for our experimental parameters, the electron dynamics
is significantly influenced not only by the magnetic field component of
the laser field but also by the Coulomb potential of the parent ion. The
action of the Coulomb potential yields rather complicated electron dynam-
ics which challenge the previously-used radiation pressure picture. Thus,
concepts [105, 106] to compensate for non-dipole effects need to be revis-
ited to take the Coulomb field into account. As the results from our simu-
lations are largely robust against the starting conditions, we conclude that
our observations are mainly induced during the quasi-classical dynamics
in the continuum which obstructs a direct insight into the nature of the
initial ionization step.

Our results pose new challenges for the theoretical description of strong-
field processes in the long wavelength limit, which is presently of high
interest in this research field. However, our findings also open up new
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Figure 4.8: Comparison of the results obtained with linear and circular polarization. The results
for the case of linear polarization are identical to Fig. 4.6. For the case of circular polarization,
the peaks of the projected momentum distributions are shifted in (positive) beam propagation
direction as expected in the simple picture based on a negligible Coulomb potential and the
radiation pressure [27]. Adapted from [127].

possibilities for studying the response of the target system to the magnetic
field component inherently present in the laser pulse.

Recently, Chelkowski et al. could fully confirm the observed negative
offset of the peak of the momentum distribution with ab initio calculations
of the time-dependent Schrödinger equation in the velocity gauge [128].
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Chapter 5

Ptychographic Reconstruction of Attosecond

Pulses

In this chapter, we will introduce and characterize a new procedure for the
reconstruction of attosecond pulses based on attosecond streaking spec-
trograms (Sec. 2.5.2). It imposes substantially lower requirements on the
sampling of the spectrogram and is able to correctly retrieve the complex
pulse and the gate even for extreme cases of coarse sampling and low
signal-to-noise ratios. Parts of this chapter have been published in [129].

5.1 Introduction

The ptychographic reconstruction of attosecond pulses is a new modal-
ity for attosecond pulse characterization which is derived from a phase
retrieval scheme widely used in lensless imaging, namely ptychography.
It is related to the solution of the phase problem in crystallography as
proposed by Hoppe [130] and was first demonstrated experimentally at
visible wavelengths [131]. In ptychography a real space object, in partic-
ular its amplitude and phase, is reconstructed iteratively from a series of
far-field diffraction measurements. Each of those is recorded after either
moving the object or the coherent illumination beam in a plane perpendic-
ular to the propagation direction of the illumination beam. The transverse
shift of the illumination beam is smaller than its spatial support, so that
subsequent far-field diffraction patterns result from different but overlap-
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ping regions of the object. The spatial resolution is limited by the posi-
tioning accuracy, the stability of the entire setup and the angular range of
scattered wave vectors that can be recorded with a sufficiently high signal-
to-noise ratio. Ptychography has been proven to produce the correct real
space image if the illumination beam is known [132] but works even if the
illumination beam is unknown in which case its profile is reconstructed
together with the object [133, 134]. Applying ptychography to the recon-
struction of temporal rather than spatial objects requires operating in one
dimension with the conjugated variables time and frequency [135]. The
unknown temporal object is to be reconstructed iteratively from a series of
far-field diffraction measurements, i.e., spectra. Each of those is recorded
after delaying the coherent illumination pulse with respect to the tempo-
ral object with the time delay being smaller than the temporal support of
the illumination pulse. The temporal resolution is primarily limited by
the range of spectral amplitudes which can be recorded with a sufficiently
high signal-to-noise ratio (SNR).

Recently, it was shown that ptychography can indeed be applied to
reconstruct temporal objects if the illumination pulse is fully character-
ized [136]. It could subsequently be shown that ptychography is a very
powerful technique for ultrafast pulse characterization [137]. Here, we
show that the concept can be extended to attosecond pulse characteriza-
tion or photoelectron streaking experiments in general.

5.2 Methodology

The ptychographic reconstruction, as well as PCGPA and LSGPA, is based
on the equation for the streaking spectrogram S(ω, τ) introduced in Equa-
tion 2.20. As this equation represents the spectrum of the product field
P(t)G(t− τ), it should be possible to use the extended ptychographic iter-
ative engine (ePIE) to reconstruct P(t) if G(t) is known [132] or the ePIE
to reconstruct both the XUV pulse as well as the streaking field [133, 134].

Ptychography operates on two sampling grids which are largely inde-
pendent from each other. The XUV pulse and the streaking field are sam-
pled on an equidistant temporal grid, with M samples equally spaced by
δt, which is solely determined by the resolution and total spectral range
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of the spectrometer used – or by the spectral range which can be detected
with a sufficient SNR. The second grid is that of the time delays and con-
sists of N samples equally spaced by δτ. Both grids may but do not nec-
essarily have to span the same time window. If they span the same time
window the frequency increment of both grids δω is identical and we find
δωδt = 2π/M and δωδτ = 2π/N, respectively. The only constraint on
the two integers M and N is N ≤ M, but typically N is orders of magni-
tudes smaller than M. Ptychography requires N spectra In(ω) which are
recorded at different time delays τn (n = 1 . . . N) between the XUV pulse
and the streaking field. All spectra combined result in a spectrogram
S(ω, τ) sampled on an M× N grid. As a starting point for the reconstruc-
tion algorithm we assume white noise for the XUV pulse, i.e., Pj=1,n=1(t),
and a reasonable gate function Gj=1,n=1(t) obtained from the streaking
trace itself using the center of mass method [138]. In every iteration j all
measured spectra are processed. For ascending N the algorithm first up-
dates the current estimate of the XUV pulse and hereafter the estimate of
the gate function. It calculates the exit field ξ j,n(t, τn) for a particular time
delay τn between the gate function Gj,n(t) and the XUV pulse Pj,n(t)

ξ j,n(t, τn) = Pj,n(t)Gj,n(t− τn) (5.1)

From ξ j,n(t, τn) we calculate the Fourier transform ξ j,n(ω, τn) and replace
its modulus by the square root of the corresponding experimental/simu-
lated spectrum In(ω) while preserving its phase. After an inverse Fourier
transformation the new function ξ ′j,n(t, τn) differs from the initial estimate
and the difference is used to update the current estimate of the XUV pulse

Pj,n+1(t) = Pj,n(t) + βPUj,n(t− τn)
[
ξ ′j,n(t, τn)− ξ j,n(t, τn)

]
(5.2)

with the weight or window function based on the complex conjugate
G∗j,n(t)

Uj,n(t) =
G∗j,n(t)

max
[
|Gj,n(t)|2

] (5.3)

and the weighting constant βP ∈]0, 1].

Similarly, the algorithm updates the gate function starting from

ξ j,n(t, τn) = Pj,n(t + τn)Gj,n(t) (5.4)
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As before, ξ j,n(t, τn) is Fourier transformed, the modulus is replaced by
the square root of the corresponding spectrum In(ω) and the new func-
tion ξ ′j,n(t, τn), obtained after an inverse Fourier transformation, is used to
update the current estimate of the gate function

Gj,n+1(t) = Gj,n(t) + βGVj,n(t + τn)
[
ξ ′j,n(t, τn)− ξ j,n(t, τn)

]
(5.5)

with the weight or window function based on the complex conjugate
P∗j,n(t)

Vj,n(t) =
P∗j,n(t)

max
[
|Pj,n(t)|2

] (5.6)

and the weighting constant βG ∈]0, 1]. Since the gate function has to be a
pure phase gate we can impose an additional constraint, i.e.,

Gj,n+1(t) = exp(i arg[Gj,n+1(t)]). (5.7)

In a typical attosecond streaking experiment the absolute value of the
pump-probe time delay is not a priori known, but for ePIE the actual
value of the time delay axis is meaningful and its zero cannot be arbitrarily
defined. This, however, does not constitute a limitation. A shift of time
delay zero will result in a shift of the time axis of both reconstructed
fields, i.e., P(t) and G(t). Therefore, as long as the absolute value of the
time delay at which the streaking trace is centered does not fall outside the
total time window, the algorithm converges to the correct but temporally
shifted solution.

The ptychographic scheme differs from the other attosecond reconstruc-
tion modalities introduced in Sec. 2.5.2, such as the principal component
generalized projections algorithm (PCGPA) [77] or the least-squares gen-
eralized projections algorithm (LSGPA) [72, 139], specifically:

i The time delay increment is not related to the desired temporal reso-
lution or the wavelength sampling of the spectrometer, but only to the
duration of streaking field G(t). The time delays do not even have to
be equidistant

ii Typically, only a few spectra have to be recorded
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5.2. Methodology

iii The small number of spectra to process and the robust algorithm result
in an extremely fast convergence of the retrieval algorithm

As discussed in Sec. 2.5.2, the PCGPA algorithm relies on a spectro-
gram sampled on an M×M grid that satisfies δωδτ = 2π/M. Typically
the spectral axis has a higher sampling rate than the delay axis, and as a
consequence the delay axis needs to be interpolated. Naturally, interpola-
tion will neglect any temporal structure finer than the original sampling,
thus PCGPA cannot accurately reconstruct temporal features which vary
more rapidly than the time delay increment. With the LSGPA algorithm
this problem is somewhat relaxed to δωδτ = 2πL/M, with L ≥ 1 being
an integer, as long as two constraints are considered. Firstly, the spectro-
gram has to be recorded at equidistant time delays (this constraint might
be overcome by using a variable L [72]), and secondly, the time delay has
to be smaller than the temporal support of the XUV pulse.

In contrast to both, the ptychographic scheme has no direct link be-
tween temporal sampling and time delay as explained above. The time
delay increment δτ is related only to the duration of the slowly varying
envelope of the streaking field G(t). The relevant quantity in ptychogra-
phy is the fundamental sampling ratio. It is defined as the ratio of the full
width at half maximum (FWHM) duration of the streaking field over the
time delay increment, i.e.,

R = FWHM[G(t)]/δτ, (5.8)

and if both are identical the fundamental sampling ratio is equal to one.
For a fundamental sampling ratio R > 1 the streaking field overlaps with
parts of the XUV pulse several times and this overlap increases the re-
dundancy in the data recorded. It is well known that this redundancy
can be used to not only reconstruct the XUV pulse but also the streaking
field [133, 134]. Therefore, we expect attosecond ptychography to work
for R > 1 and indeed we find that R > 5 gives accurate reconstruction
results for both the XUV pulse and the streaking field.

Somewhat more challenging is to identify suitable values for βP and
βG since no theoretical framework exists which can hint to their optimal
values. Through dedicated simulations we can estimate that βP scales
approximately inverse with R. For example, a streaking field duration of
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5. Ptychographic Reconstruction of Attosecond Pulses

5 fs and a time delay increment of 0.2 fs result in R = 25 and consequently
βP should be approximately 0.2. In order to estimate βG we resorted
to numerical simulations through which we found that βG ≤ 0.1 gives
excellent results. A small βG value, i.e., a small update rate of the streaking
field, does make sense given the fact that the shape of the streaking field
is already relatively well defined through the center of mass method [138]
introduced in Eq. 2.25.

5.3 Simulation

We first demonstrate that the ePIE algorithm produces accurate reconstruc-
tion results for different XUV pulses. We then proceed to identify the
optimal reconstruction parameters, i.e., the time delays τn, the number of
spectra N, as well as βP and βG. Next we show that only very few spectra
are required to obtain accurate reconstruction results and finally we com-
pare the algorithm to PCGPA and LSGPA and analyze its sensitivity with
respect to noise.

In all examples presented hereafter the streaking field is an IR pulse
centered at 800 nm. Its spectrum is Gaussian with a FWHM of 180 nm cor-
responding to a FWHM pulse duration of approximately 5 fs. The pulses
are focused to intensities between 1011 W/cm2 and 1013 W/cm2 which is
sufficiently low to invoke the central momentum approximation. The XUV
pulses and the streaking field are sampled on a temporal grid extending
±50 fs around time zero with a resolution of δt = 24 as and M = 4096.
The corresponding energy grid is centered around 86.25 eV with a resolu-
tion of 0.042 eV. The transform limited XUV pulse has a FWHM duration
of 240 as and we analyze individual pulses with and without phase mod-
ulation as well as trains of pulses consisting of two or nine such pulses
with different amplitudes and a separation given by one half of the IR
driver laser’s oscillation period. As a measure for the quality of the recon-
struction we use the root mean square Erms between the original and the
reconstructed spectrogram after a finite number of iterations:

Erms = min
α

√
1

MN ∑
ω,τ

∣∣∣Sj(ω, τ)− αSexp(ω, τ)
∣∣∣2, (5.9)
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Figure 5.1: Spectrogram, streaking field, XUV amplitude and phase versus time. Theoretical
(blue curves) and ePIE reconstructed (red open circles) results. First row: Isolated bandwidth-
limited attosecond pulse of 240 as duration. Second row: Same attosecond pulse with a quartic
phase of 2×10−4 fs4. Third row: Pulse train consisting of nine unchirped pulses each 240 as
long. Fourth row: Same pulse train with a quadratic phase of 2× 10−2 fs2. Adapted from [129].

with the spectrogram Sj(ω, τ) after j iterations calculated from the actual
estimate of the XUV pulse and streaking field, and α being a normalization
constant that minimizes the difference in intensities between the simulat-
ed/measured and the reconstructed spectrograms [73].

Figure 5.1 shows the reconstruction results assuming four different
XUV pulses. The first row compares simulations (solid blue curve) and
reconstruction (red open circles) results for an isolated bandwidth-limited
attosecond pulse of 240 as duration. The agreement obtained after 1000
iterations of the ePIE algorithm is excellent. The reconstructed streaking
field as well as the reconstructed XUV pulse are practically indistinguish-
able from the fields used to calculate the spectrogram.

The second example (Fig. 5.1 second row) is the same attosecond pulse
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Figure 5.2: Reconstruction of pulse with satellite with fixed parameters and different numbers
of time delays. Spectrogram, streaking field, XUV amplitude and XUV phase. Theoretical (blue
curves) and reconstructed (red open circles) results for a double pulse. First row: N = 401,
δτ = 50 as. Second row: N = 201, δτ = 100 as. Third row: N = 51, δτ = 400 as. Fourth row:
N = 25, δτ = 800 as. Adapted from [129].

with a quartic phase of 2× 10−4 fs4. The third and the fourth examples
are trains of attosecond pulses without and with a quadratic phase of
2 × 10−2 fs2. This shows that the ePIE algorithm is able to reconstruct
both single attosecond pulses and attosecond pulse trains, independently
of their spectral phase. Henceforth we concentrate on a double pulse
with identical pulse duration and an intensity ratio of 1:0.6, similar to the
one used in [72], in order to show that ePIE can correctly discern between
single attosecond pulses and those with a satellite. The phase modulations
of the main pulse and the satellite are 40t2 and −50(t− Tp/2) exp(−2(t−
Tp/2)/0.2)2), with Tp being the oscillation period of the IR driver field
and the time t is to be inserted in femtoseconds.

Figure 5.2 shows the spectrogram and the reconstructed XUV pulse
and streaking field for different time delay increments. The number of
spectra simulated was adjusted such that the total time window remains
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Figure 5.3: Reconstruction of pulse with satellite with adapted parameters for different num-
bers of time delays. Spectrogram, streaking field, XUV amplitude and XUV phase. Theoretical
(blue curves) and reconstructed (red open circles) results for a double pulse. First row: N = 401,
δτ = 50 as, βP = 0.15. Second row: N = 25, δτ = 800 as, βP = 0.65. Third row: N = 13,
δτ = 1.6 fs, βP = 0.85. Adapted from [129].

constant (20 fs). A too small or too big time increment leads to erroneous
reconstruction results. From time domain ptychography it is known that
there is a link between the time delay increment δτ and the reconstruction
parameter βP. Generally, the larger the time delay increment the larger
βP has to be chosen in order to obtain convergence and accurate results.
Therefore, the unsuccessful reconstructions of the spectrograms shown
in Fig. 5.2 were repeated but this time with an optimal βP value. The
resulting XUV pulses and streaking fields are shown in Fig. 5.3. When
adjusting βP accordingly, we find excellent agreement for all time delay
increments. Note that for δτ = 1.6 fs (Fig. 5.3 third row) only 13 spectra
are sufficient for an accurate pulse reconstruction.

In the following we explore the size of the streak window required for
a sufficiently accurate reconstruction result. For this purpose, we fix the
number of spectra and decrease the time delay step from 800 as to 50 as.
Figure 5.4 shows the reconstruction results. For 50 as we cover a total
streak window of only 1.25 fs which corresponds to roughly one half of
the streaking field period and is comparable to the separation between the
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5. Ptychographic Reconstruction of Attosecond Pulses

two attosecond pulses. Despite the small streak window, which just about
extends over the double pulse waveform, the reconstruction of the XUV
pulse works surprisingly well. For isolated attosecond pulses an even
shorter total streak window may be sufficient. The PCGPA algorithm, re-
quiring periodic boundary conditions, fails to converge if the streaking
field is only partially covered by the range of time delays. In LSGPA the
problem is somewhat relaxed. In stark contrast, the ePIE algorithm only
requires a range of time delays that covers the XUV pulse to be recon-
structed but not the entire streaking field. Of course the reconstruction
of the streaking field outside the streak window is arbitrary and without
relevance.

Next we investigate ePIE’s performance in comparison to other algo-
rithms commonly used in attosecond streaking, i.e., PCGPA or LSGPA.
Figure 5.5 compares the results of PCGPA and LSGPA to those of ePIE
for the case of the double attosecond pulse with a phase modulation of
60t2 for the main pulse and −20(t− Tp/2) exp(−2((t− Tp/2)/0.2)2) for
the satellite. The IR streaking field intensity is 5.5 × 1012 W/cm2. The
simulated spectrogram (Fig. 5.5 top-left panel) is composed of N = 105
spectra which are simulated with a time delay increment of δτ = 200 as.
The black curves in the right column of the Fig. 5.5 show the amplitude
(top) and phase (center) of the simulated XUV pulse. The lower panel
displays the IR streaking field. The reconstruction results presented are
after 20000 iterations for all three algorithms. The second spectrogram
from the top shows the ePIE reconstruction. The extracted XUV pulse and
streaking field are marked with red circles in the respective panels. The
third spectrogram from the top shows the PCGPA results and the bottom
one the reconstruction of the LSGPA (corresponding to blue open squares
and orange open triangles in the right column).

For the case of ePIE the entire generated spectrogram is used in the re-
construction algorithm. In order to keep the computation time reasonable,
the spectrogram as been reduced in size to a square matrix composed of
1024× 1024 points for PCGPA. In the case of LSGPA only the energy axis
has been reduced to 1024 points which results in a delay-energy step ra-
tio of L = 5. By comparing the different results, it is possible to conclude
that, while all the algorithms correctly reconstruct the main pulse, only the
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Figure 5.4: Reconstruction of pulse with satellite with adapted parameters for decreasing cov-
erage of the spectrogram. Spectrogram, streaking field, XUV amplitude and XUV phase. Theo-
retical (blue curves) and reconstructed (red open circles) results for a double pulse. First row:
δτ = 800 as, βP = 0.65. Second row: δτ = 400 as, βP = 0.55. Third row: δτ = 200 as, βP = 0.45.
Fourth row: δτ = 100 as, βP = 0.35. Fifth row: δτ = 50 as, βP = 0.25. Adapted from [129].

ePIE algorithm properly resolves the satellite and the IR field. Moreover,
there are a number of marked advantages using ePIE. First, convergence
is usually much faster and takes less time as the computational effort is
smaller. Second, ePIE produces accurate results even for very few spectra
recorded as already discussed above while the two other algorithms fail
to converge.

Lastly, we analyze the reconstruction results in the presence of noise.
For that purpose, we add white noise to the simulated trace in the top-left
panel of Fig. 5.5 prior to the reconstruction. Specifically, we add to each
pixel of the spectrogram, which we assume is normalized to a maximum
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Figure 5.5: Comparison of ePIE with PCGPA and LSGPA for the double attosecond pulse. Left
column: Simulated and reconstructed spectrograms; Right column: Retrieved time dependent
amplitude and phase of the XUV pulse and the streaking field. First top-left panel and the black
solid curves: Simulated data. Reconstructed pulses in red circles, blue squares and orange
triangles for ePIE, PCGPA and LSGPA. Each reconstruction is after 20000 iterations, resulting
in final errors of 1.4× 10−4, 2.5× 10−2, and 3.4× 10−2 for ePIE, PCGPA and LSGPA. Adapted
from [129].

of one, rand[−1, 1]/SNR, with rand[−1, 1] being a random number with
Gaussian distribution between −1 and 1. Figure 5.6 shows three examples
with a SNR of 5, 4 and 3. For a SNR = 5 the ePIE algorithm successfully
reconstructs both the double pulse and the IR streaking field while the
PCGPA results are already very noisy. For a SNR of 4, also the reconstruc-
tion of the ePIE starts to become noisy and to underestimate the amplitude
of the satellite. Nevertheless, the results are still reasonable since the main
characteristics of both XUV and IR are retrieved. With a SNR = 3 the
ePIE algorithm still converges and gives comparable results. Only for a
SNR as low as 2 the convergence is severely compromised. Note that for
the example presented in Fig. 5.6 the streaking trace is reconstructed with-
out the need for any further interpolation, while in the case of PCGPA
the spectrogram has to be interpolated to a square matrix of 1024× 1024
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Figure 5.6: Comparison between ePIE and PCGPA reconstructions in the presence of noise.
The first two rows show the data for SNR = 5. The third and fourth rows the case of SNR =
4 and the last two the case of SNR = 3. The simulated XUV and IR pulses are in black curves.
Blue squares and red circles display the PCGPA and ePIE reconstruction results. Adapted
from [129].

points.

5.4 Experiment

We conclude with the ePIE reconstruction of an experimental spectrogram
and compare the results with the PCGPA and LSGPA algorithms. The ex-
perimental data was acquired at the attoline (Sec. 3.2.2) [90] by ionization
of neon with single attosecond XUV pulses which were generated in an
argon gas target by means of polarization gating (Sec. 2.4). Consecutive
streaking of the resulting electrons was induced by a co-propagating near-
infrared field with a peak intensity of 6.6× 1012 W/cm2.

The photoelectron energy was measured with a time-of-flight spectrom-
eter for different time delays between the XUV pulse and the streaking
field at increments of 200 as. The resulting spectrogram was used to re-
construct the amplitude and the phase of the XUV pulse as well as the
streaking field. The PCGPA algorithm requires an interpolation of the
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Figure 5.7: Comparison of reconstruction between PCGPA, LSGPA and ePIE applied to an
experimental streaking trace. Top row: Reconstructed spectrograms after 20000 iterations for
PCGPA, LSGPA and ePIE. Lower panels: retrieved streaking fields and XUV pulse intensities
and phases. Adapted from [129].

experimental spectrogram along the time delay axis prior to reconstruc-
tion. We therefore interpolate the spectrogram on a square grid of size
512× 512 fulfilling the Fourier condition δωδτ = 2π/M. It is known that
this interpolation can lead to artifacts in the reconstruction [140]. The
LSGPA (L = 4) as well as ePIE do not require an interpolation and oper-
ate on a grid of 512× 100. The results after 20000 iterations are shown
in Fig. 5.7. The errors Erms of PCGPA, LSGPA, and ePIE are 3.7× 10−2,
5.6× 10−2, and 4.6× 10−2, respectively.

The reconstructed streaking fields, the XUV intensities with a duration
of 182 as and the XUV phases are almost identical. Due to the center of
mass approximation applied in all algorithms, the reconstructions cannot
account for the asymmetric streaking of the experimental trace. The ePIE
reconstruction results are virtually identical to those of PCGPA but require
considerably less computational effort due to the lack of constraints on the
time delay axis. Thus, we demonstrated that ePIE is suitable for an accu-
rate reconstruction of experimental spectrograms and the characterization
of single attosecond pulses.
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5.5 Conclusion

In conclusion, we have demonstrated a new modality for attosecond pulse
reconstruction based on a retrieval algorithm derived from ptychography
which requires to record only a small number of spectra and converges
extremely fast and reliably. It reconstructs single attosecond pulses as well
as trains of attosecond pulses with an unprecedented degree of accuracy.
With a judicious choice of the reconstruction constants it works for a large
range of time delay increments and a surprisingly small amount of data.

In contrast to all other algorithms, the range of time delays needs to ex-
tend only over the temporal support of the XUV pulse but not the streak-
ing field. Of course this is true only if the exact shape of the streaking field
is irrelevant beyond the extent of the XUV pulse. The ePIE generally per-
forms superior to algorithms based on general projections, requires con-
siderable less computational effort and is much less susceptible to noise.

The atto-ePIE algorithm introduced and discussed in this chapter is
freely available as MATLAB implementation including some example spec-
trogram files. It is available for download1 as part of the original publica-
tion [129].

1Free atto-ePIE download: http://dx.doi.org/10.6084/m9.figshare.1601876
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Chapter 6

Anisotropy in Quantum Beat Spectroscopy

of Helium Excited States

In this chapter, we present an XUV-pump-IR-probe study of helium ex-
cited states performed with the attoline setup. We limit the excitation
spectrum to energies just below the ionization potential and thus achieve
unperturbed access to the quantum beat signal arising from interference
of different ionization pathways. A comparison to the solution of the time-
dependent Schrödinger equation unveils an angular dependence of the
quantum beat signal caused by the parity of the final states involved. We
show that this anisotropy can be exploited to control the emission direc-
tion by varying the CEP of the IR probe pulse. Parts of this chapter have
been published in [141].

6.1 Introduction

Quantum beat (QB) spectroscopy is a powerful tool employed in femto-
chemistry [5] to study electronic and vibrational properties of atoms and
molecules [142, 143]. Here we used QB spectroscopy in combination with
high-order harmonic (HH) excitation [144] in order to study the evolution
of an electron wave packet (EWP) composed of high-lying states of he-
lium (He). The harmonic radiation corresponds to attosecond pulses in
time domain (Sec. 2.3), which sustain a bandwidth of several electronvolts
and are centered in the vacuum ultraviolet (VUV) or extreme ultraviolet
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6. Anisotropy in Quantum Beat Spectroscopy of Helium

(XUV) [9, 46]. Attosecond QB spectroscopy may therefore be used to study
broad excitation bandwidths and tightly bound energy levels that are not
reachable with infrared (IR) femtosecond excitation with unprecedented
time resolution [145, 146, 147].

So far attosecond wave packet dynamics involving such bound states
have only been studied using attosecond transient absorption spectroscopy
(ATAS) [148, 149, 14, 150], which recently demonstrated its possibility to
investigate QBs in He [151] and neon (Ne) [152]. Here we show that phe-
nomena like non-adiabatic Stark shift [153], population of light-induced
states [154] and “direct-indirect” interference of different excitation path-
ways [155, 54] can, in principle, also be observed in the QB signal. In
contrast to ATAS, QB spectroscopy can be used to study the angular con-
tent of the EWP.

Furthermore, the energy resolution is, in principle, limited only by the
natural linewidth of the excited state levels. In this paper we present
the experimental observation of QBs in He obtained by exciting the EWP
with a tailored XUV pump, situated below the He ionization potential.
This renders the measurement background-free and allows for a complete
study of the EWP, including the region of pump-probe overlap where the
evolution of the system is strongly influenced by the IR probing field [156,
157].

Moreover, measuring the electron yield as a function of the carrier-
envelope phase (CEP) [158] of the driving pulses and comparing with the
solution of the time-dependent Schrödinger equation (TDSE), we reveal
the existence of QBs with mixed parity, characterized by an asymmetric
emission.

6.2 Two-Color Photoemission

Both direct ionization and excitation of bound EWP can be observed when
using XUV pulses with a broad spectrum centered on the atomic ioniza-
tion potential. In a pump-probe experiment, the probe can subsequently
ionize the excited part of the EWP and give an electron yield that oscil-
lates with the pump-probe delay. In this case, two main contributions
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Figure 6.1: Schematic of the quantum beating mechanism. (a) Experimental high-order har-
monic spectrum composed of only two harmonics obtained with a 200-nm thick Sn filter.
(b) Direct excitation of a coherent superposition of 1snp levels by absorption of XUV photons.
(c) Subsequent ionization by IR photons leading, e.g., to the 4p-2p beating signal. Adapted
from [141].

to the modulations are expected: (i) quantum beats [159, 160, 161] and
(ii) “direct-indirect” interference [162, 28]. QBs arise from the interference
of different ionization pathways involving two atomic states (i, j), which
give the same final electron energy. If Ei and Ej are the energies of the
two excited states then the condition Ei + nω = Ej + n′ω′ has to be sat-
isfied. Here n and n′ are two integer numbers describing the number of
absorbed photons of energy ω and ω′, respectively (with ω and ω′ within
the spectral bandwidth of the IR pulse).

A schematic of the process is presented in Fig. 6.1. The XUV pulse first
populates the excited states of He (Fig. 6.1(b)), which are subsequently
ionized by the IR pulse (Fig. 6.1(c)). The photoionization probability as
a function of delay is thus modulated with a frequency ωji = Ej − Ei

proportional to the relative energy separation of the states involved and
does not depend on the final electron energy.

Conversely, mechanism (i) happens when direct XUV ionization inter-
feres with indirect two-color ionization. The phase accumulated by the
directly ionized electron depends on the final velocity. This leads to the
appearance of interference fringes following hyperbolic curves [163] in the
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6. Anisotropy in Quantum Beat Spectroscopy of Helium

time domain or, equivalently, lines at 45◦ in the Fourier transform of the
spectrogram.

The role of mechanisms (i) and (ii) in the photoemission from He atoms
was first investigated by Mauritsson et al. in Ref. [28]. The authors em-
ployed single attosecond pulses in combination with short IR pulses in
a pump-probe scheme and angular detection of the photoelectron. By
performing an expansion of the full angularly resolved photoelectron dis-
tribution as a sum of Legendre polynomials they could disentangle the
beating signal coming from ionization processes that end in a state of de-
fined or mixed parity (i.e., appearing in the even or odd coefficients of the
expansion). In their particular experimental configuration, the authors
claim that “direct-indirect” interference is expected to involve electrons
that have absorbed a different number of photons. Since an odd total
number of IR photons is thus absorbed by the two interfering pathways,
the signature of their interference will appear in the odd coefficients of
the expansion. On the other hand, QBs were predicted to dominate in the
even coefficients. As a result, this symmetry property could in principle
be applied to isolate the QBs even if direct ionization of the target takes
place.

Here we show that this is not generally the case. In the presence of
probe pulses characterized by a broad bandwidth, both mechanisms (i)
and (ii) can indeed give final states with even or odd parity. For example,
the “direct-indirect” interference between electrons directly ionized by the
17th harmonic and those which have absorbed one photon from HH15
plus two IR photons, will be characterized by a final state with even par-
ity and thus appear in the even coefficients of the expansion. Concerning
mechanism (i), our results obtained without direct ionization show that
QBs can as well arise from final states with mixed (odd) parity which will
appear in the odd coefficients of the expansion. Furthermore, we show
that the parity of the final state is strongly influenced by the probe field in
the region of temporal overlap. It follows that the above-mentioned proce-
dure cannot be applied to disentangle the contribution of mechanisms (i)
and (ii) in this case.

After the first results obtained with single attosecond pulses, theoret-
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ical and experimental investigations have shown that the same kind of
information can be obtained with APTs [144, 164, 165]. Nevertheless, also
in these works, direct ionization by the XUV radiation prevented a direct
study of the evolution of the EWP for every value of pump-probe delay.
In the next section we will show how it is possible to tailor the pump spec-
trum in order to minimize the effect of mechanism (ii) and overcome this
limitation.

6.3 Methodology

In order to obtain a background-free measurement of QBs, we generated
a comb of high-order harmonics in Xe with 15-fs IR pulses at a central
wavelength of 789 nm. Details of the setup can be found in Sec. 3.2.2 and
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Figure 6.3: Experimental photoelectron spectra as a function of the delay between the IR fem-
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one XUV photon and one to three IR photons, as underlined by the theoretical transition lines
on the right. The delay axis has been calibrated by looking at the maximum electron yield in
two-color ionization using the full harmonic spectrum. Adapted from [141].

in Ref. [90]. The generated HHs were subsequently filtered with a 200-
nm thick tin (Sn) foil to select only HH13 and HH15, which lie below
the ionization potential of He at 24.59 eV (see Fig. 6.1(a)). This procedure
reduces the contrast of the APT and transforms it into a few-femtosecond
XUV pulse modulated at twice the fundamental IR frequency but still
allows for sub-cycle resolution. Figure 6.2 shows the effect of the Sn filter
on a numerically generated APT that resembles the experimental one. The
XUV radiation was then recombined with a delayed portion of the IR
pulse. Both beams were focused on a He target placed in front of the
time-of-flight (TOF) spectrometer in the first experimental region which
collected the electrons emitted towards the detector in a cone with an
opening angle of 30◦. The IR intensity at the focus was varied between
0.9− 1.5× 1012 W/cm2. The CEP of the IR pulses was actively stabilized.

Figure 6.3 shows the recorded photoelectron spectra as a function of
the delay between the XUV and IR pulses. Each spectrum has been ac-
quired averaging over 20’000 laser shots. A background signal with no
pump was acquired every 20 delay steps. When the IR pulse arrives after
XUV excitation (positive delays), peaks at the energy position of np states
plus an integer number of IR photons appear. These lines correspond to a
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sequential two-color transition where the XUV photons first populate ex-
cited states of He and subsequently the IR ionizes them (see the horizontal
lines on the right hand side of Fig. 6.3).

The main features appearing at 0.07, 0.73, 1.64, 2.30, 3.21 and 3.87 eV
correspond to ionization of 3p and 4p states via one, two or three IR
photons, respectively. A signature of the 5p ionization appears at 1.03 eV.
As it is possible to see already in the raw data, the signal associated with
these peaks oscillates periodically with the pump-probe delay.

6.4 Time-Frequency Analysis and Theory

A deeper understating of the atomic states forming the EWP can be ob-
tained looking at the spectral content of the QBs. Figures 6.4(a) and (b)
show the Fourier transform of the experimental data in Fig. 6.3 along the
delay axis for the full delay range and for delays bigger than 70 fs, respec-
tively. QBs of the 3p to 7p states with the 2p state are visible as vertical
lines in both cases and are marked with blue arrows in Fig. 6.4(b). The to-
tal Fourier transform in Fig. 6.4(a) shows some additional features: firstly,
weak tilted lines, marked with red arrows, due to the “direct-indirect” in-
terference involving residual HH17 that is not completely suppressed by
the Sn foil and, secondly, stronger broad features around ω0 ∼ 1.55 eV pre-
dominantly positioned at the peak of the 3p state. Both features may be ob-
served only when pump and probe overlap in time (small delays around
zero) and contain information about the behavior of the IR-dressed states,
as we will discuss later on.

The time-frequency (Gabor) analysis of some selected emission lines
is presented in Fig. 6.4(c). It shows that the QB frequencies match the
unperturbed theoretical values only for long delays. For short delays, the
IR field perturbs the system, polarizes the EWP and modifies its spectral
content. The strongest effect is observed in case of the 3p-2p QB which
moves from a broad feature around ω0 ' 1.55 eV for short delays to its
unperturbed value at 1.87 eV for long delays. A relatively strong shift may
be seen also in case of the 6p-2p QB with the unperturbed value of 2.99 eV,
which is close to 2ω0.
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It is important to point out that in order to observe QBs with a periodic-
ity that is non-commensurate with the frequency of the IR probe field, the
starting APT (its envelope) has to be short enough. This ensures on one
side enough bandwidth to efficiently populate the atomic state. On the
other side, it minimizes the reduction in modulation contrast following
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the excitation of QBs by different pulses in the XUV pulse train.

Figure 6.5 depicts a comparison of photoelectron spectra obtained with
two different APTs, subsequently filtered to select only HHs 15 and 13.
As it is possible to observe, the use of 25-fs driving pulses instead of
15-fs (first row vs. second row in Fig. 6.5), already strongly reduces the
amplitude of the QB signals. The more the beating frequency differs from
2ω0, the more the QB signal is suppressed with longer excitation pulses.
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This can be seen in the 3p-2p QB marked by the vertical black dashed
line in Figs. 6.5(e) and 6.5(f). The stronger reduction of these beats can be
easily understood in terms of subsequent excitation by different pulses of
the XUV radiation. During the interaction, each of the attosecond pump
pulses separated in time by T0/2 = π/ω0 starts a QB, which oscillates
with its characteristic frequency. If this frequency is closer to ω0, QB con-
tributions from subsequent excitations will be out of phase, thus giving a
constant total electron yield.

On the other hand, QBs which oscillate with a frequency close to twice
the IR-probe frequency, will be in phase and sum up constructively. There-
fore, the fingerprint of the latter QBs can still be detected also with rela-
tively long excitation XUV pulses (see Fig. 6.5(e)). We want to stress that
the longer the IR probe pulses, the narrower their bandwidth and the less
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likely the requirement for a common final electron energy will be met.
Long IR pulses may therefore reduce the strength of the QB signals inde-
pendently from the pumping mechanism.

In order to confirm and interpret our observations we solved the time-
dependent Schrödinger equation (TDSE). The simulations were performed
using the single-electron model of He with the pseudo-potential V(r) =

−(1 + exp[−αr])/r, where α = 2.1325. The solution was obtained in the
velocity gauge using the adaptive-step fourth-order Runge-Kutta method
with a high (12th) order finite elements radial basis of size 192 and spher-
ical harmonics with the degree l up to eight. Photoelectron spectra were
calculated by the time-dependent surface flux (tSURFF) method [166, 167]
integrating the wave function flux at the boundary of the simulation re-
gion with the diameter R = 100 a.u.. The shapes of both pulses were
taken directly from experimental measurements. The spectrum of the fil-
tered pump consisting of only two harmonics was assumed to be equal to
the experimental one in Fig. 6.2(b).

The phase relation between the two harmonics was retrieved perform-
ing a RABBITT [168] measurement (Sec. 2.5.1) with the full spectrum in
Fig. 2(a) in Ar and subsequently applying the transmission of the Sn fil-
ter numerically [93]. The intensity of the filtered XUV pulse was set to
4.2× 108 W/cm2. The IR pulse was characterized with spectral phase in-
terferometry for direct electric-field reconstruction (SPIDER) [89] giving
a time duration of 15 fs. Its peak intensity was set to 1.72× 1012 W/cm2.
The vector potential of both pulses was then obtained by numerical inte-
gration using the trapezoidal rule. The time step of pump-probe delays in
the calculation was 0.25 fs.

The results of the numerical calculations are reported in Fig. 6.6. All
the major features observed experimentally are reproduced both in time
domain (Fig. 6.6(a)) and frequency domain (Fig. 6.6(b)). Furthermore, our
calculations give access to the angular dependence of the electron yield
in the polarization plane. In particular, they show that the ω0 signal ap-
pearing at pump-probe temporal overlap in Fig. 6.6(a) disappears when
photoelectrons are simultaneously detected in opposite directions.

This asymmetric signal, mainly detected in the 3p-2p QB, is caused
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by two mechanisms: different number of IR photons absorbed in the two
ionization pathways and IR induced coupling with nearby dark states.
In the case of the signal corresponding to the 3p-2p QB, the electrons
originating from the 2p state absorb one photon more than those from
the 3p state in order to have the same final energy. As the final states of
these two channels have different parity, the resulting signal depends on
the direction of detection and therefore oscillates with ω0 instead of 2ω0.
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In contrast, QBs between 2p and the higher lying states (4p, 5p, and
6p), where the same final energy can be reached with the 2p electrons ab-
sorbing two additional IR photons, are characterized by a unique parity of
the final state and thus symmetric emission. However, this simple picture
can be complicated by the coupling with nearby dark states. Indeed, the
coupling of the 2p state with the dark 3s and 3d states through the IR
field can result in a nonadiabatic polarization of the excited WP leading
to an asymmetric emission, which enhances the ω0 signal. A population
analysis performed projecting out the dark 3s and 3d states during the
calculations shows a partial suppression of the ω0 signal corresponding
to 3p-2p interference and confirms our picture.

This second source of emission asymmetry can also be detected in the
QBs involving the higher states even though the same number of IR pho-
tons is absorbed in this case. As it can be seen in Fig. 6.6, a weaker ω0 com-
ponent coming from this latter mechanism but involving the dark states
4s and 4d is present also in the emission from the 4p state with two IR pho-
tons. Although this signal is weak, it is still observed in the experimental
data with short IR pulses (see Fig. 6.5(f)).

Figure 6.7 offers a more detailed view on the induced asymmetries. It
shows a comparison between the electrons emitted in a cone with a 30◦

opening angle pointing either towards the detector (as in the experiment,
black solid line) or in opposite direction (red dashed line). At this point,
it is convenient to make a distinction between the region of pump-probe
overlap (left panels) and the region outside overlap (right panels). At
the overlap, some asymmetry in the emission direction is observed for
most QBs. The asymmetric signal oscillates with the laser frequency, in
agreement with the previous considerations. Outside the overlap, all the
QBs besides the 3p-2p signal do not strongly depend on the detection
direction.

The asymmetry of the 3p-2p signal lasts even for long pump-probe
delays with the frequency gradually shifting from ω0 towards the 3p-2p
beating frequency as the overlap of pulses diminishes (see also Fig. 6.4(c)).
This demonstrates that even outside of the region of pulse overlap the QBs
can differ in parity. Performing a Legendre polynomial expansion of the
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results. (c)-(d) Comparison between experiment and calculations for selected QBs. The nor-
malized lineouts are separated by an arbitrary offset. A clear 2π periodicity is observed in
the 3p-2p QB. Calculations with 3s and 3d states projected out (gray dashed line in (d)) show
that the ratio between 2π and π periodicities is strongly influenced by these states. The experi-
mental IR intensity is ' 1.5× 1012 W/cm2 and 1.72× 1012 W/cm2 in the calculations. Adapted
from [141].

photoelectron yield, the QBs corresponding to 4p-2p, 5p-2p, and 6p-2p
will dominantly appear within the even coefficients, whereas the asym-
metric 3p-2p signal will contribute mostly to the odd terms. Thus the pre-
viously proposed procedure of Legendre polynomial expansion (reported,
e.g., in Ref. [28]) is unable to reliably disentangle the QB signal from the
“direct-indirect” interference.
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6.5 Role of the Carrier-Envelope Phase

Although the experimental setup does not allow us to detect photoelectron
spectra in opposite directions, we can probe the same effect by controlling
the CEP of the generating IR field. As a CEP shift of π effectively reverses
the direction of detection, we expect the amplitude of the 3p-2p QB to

91



6. Anisotropy in Quantum Beat Spectroscopy of Helium

modulate with 2π periodicity outside of the pump-probe overlap, while
the other QBs should be π-periodic. The experimental results reported in
Fig. 6.8 confirm this picture. In addition, the calculations reveal that the
non-adiabatic polarization of the EWP is important also for long delays
and that the 2π-periodic component of 3p-2p QB is strongly enhanced by
the presence of both 3s and 3d states.

By changing the CEP of the driving field, it is also possible to change
the position of the attosecond pulses under the envelope of an APT and
generate a cosine-like or a sine-like train. As discussed in the previous
section, since the periodicity of the QBs is generally not a multiple of
the IR cycle, one will expect the observed modulation contrast to strongly
depend on the shape of the pump pulse train below the envelope. In order
to observe this effect, we performed a delay scan for two values of the CEP
differing by π/2. The values of the CEP correspond to a maximum, ϕ1,
and a minimum, ϕ2, of the 5p yield and are marked by the vertical red
dashed lines in Fig. 6.8(b).

The results are presented in the spectrograms shown in Figs. 6.9(a)
and 6.9(b). As one can observe, the contrast of the QBs changes strongly
with the value of the CEP in a non-uniform way. The QBs which dis-
play a strong asymmetric emission (e.g., the 3p-2p QB in Fig. 6.9(c) and
Fig. 6.9(e)) is more affected by the shape of the pump pulse, while the
signals of the other QBs (e.g., 5p-2p in Fig. 6.9(d)) change less. Further-
more, for QBs characterized by a final state of mixed parity, a change in
the CEP produces not only a change in the modulation contrast but also
in the timing of the oscillations. This latter effect counteracts the rotation
of the IR probe field caused by a change in the CEP

6.6 Conclusion

In conclusion, our results demonstrate that proper tailoring of the har-
monic spectrum associated with an APT allows for selective excitation of
electronic states, thereby excluding direct ionization. This paves the way
for a detailed, background-free study of the EWP evolution in the time
window where pump and probe overlap. During this time window, the
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dynamics of the formed EWP is deeply modified by the intense IR field,
which mixes the angular components of the electronic wave function.

Our results show that not all the QBs are characterized by final states of
the same parity. In these particular cases, one can control not only the am-
plitude of the QBs by varying the pump-probe delay but also the preferred
direction of photoelectron emission. Comparison with the solution of the
TDSE shows that the IR field strongly influences the angular properties of
the EWP even when pump and probe do not overlap in time.

Finally, the high photon energies of the high-order harmonics make
this technique suitable to study states with binding energies not accessible
with IR pulses, e.g., metastable states of molecular dications. Furthermore,
the combination of HH excitation with a tunable pump should pave the
way for quantum-carpet spectroscopy [169] with attosecond and picome-
ter resolution.
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Chapter 7

Ultrafast Fragmentation Dynamics of

Ethylene Cation C2H +
4

In this chapter, we present an experimental study of the fragmentation dy-
namics of the ethylene cation C2H +

4 in an XUV-pump-IR-probe scheme
that permits us to resolve time-scales on the order of few femtoseconds.
The photoexcitation of ethylene above the first ionization threshold fol-
lowed by an IR probe pulse leads to a rich structure in the ion yields
reflecting the fast response of the molecule and the underlying nuclear
arrangement. The temporal resolution of our setup enables us to pinpoint
dynamics in a temporal window of 200 fs and to set an upper limit of
30± 3 fs for the isomerization time to the ethylidene configuration. Addi-
tionally, we demonstrate a route to optical control of the important frag-
mentation pathways leading to dissociation and expulsion of H or H2.

7.1 Introduction

For the past several decades, the ethylene molecule (C2H4) and its pho-
tochemical reactions have undergone intense research as they serve as
a reference system for organic molecules based on a C=C double bond.
This class of molecules plays an important role in chemistry, biology and
in the human body [29, 170, 171]. It is known that photoexcitation of
ethylene and its cation leads to ultrafast internal conversion processes
and rearrangement like twisting, pyramidalization, and isomerization on
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the femtosecond timescale [172, 173, 174, 175] (Fig. 7.1). In particular,
it could be shown that coupling of the potential energy surfaces (PES)
through conical intersections (CIs) plays an important role during the evo-
lution of the excited wave packet towards the ground state [176, 177, 178,
179] (Fig. 7.2). Specific attention has been paid to the cation fragmenta-
tion channels C2H +

4 −−→ C2H +
3 + H and C2H +

4 −−→ C2H +
2 + H2 and

the underlying mechanism that influences the associated branching ra-
tios [180, 179].

Lorquet and coworkers [172, 173] identified a CI along the local CH
stretch coordinate at the origin of the relaxation and fragmentation dy-
namics. This CI couples the first excited state of the ethylene cation Ã
with the ground state of the C2H +

3 ion whose excited state correlates with
the ethylene cation ground state X̃. Along this relaxation pathway, the
nuclear wave packet can either relax to the ground state or lead to the
dissociation C2H +

3 + H. On the other hand, a more complex sequence
interconnects the Ã and X̃ state by a bridged structure and a consecu-
tive degenerate ethylidene configuration CH3CH with a vanishing barrier

Ethylene Neutral
Ground State

Ethylene Cation
Ground State

C-H Stretch

Twisted Pyramidalized/
Bridged

Ethylidene

Figure 7.1: Geometrical configurations of ethylene and its cation. The ground state of the
ethylene cation differs from the ground state of the neutral in a slight twist angle and elon-
gated bond distances. The C-H stretch and twisted geometries are important contributions
to the relaxation pathways whereas the bridged structure is an intermediate state towards the
ethylidene configuration and H or H2 expulsion.
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the first three excited states of the ethylene cation (planar geometry) the nuclear wave packets
start evolving on their respective PES along different coordinates leading to changes in the
geometry.

towards C2H +
2 + H2 [173].

Recently, Suits and coworkers presented a different interpretation in a
fully non-adiabatic study based on the ab initio multiple spawning (AIMS)
method in which they analyze two distinct classes of CIs along the relax-
ation pathways, in planar and twisted geometry [179]. For the relaxation
to the ground state they proposed a competition between these two chan-
nels separated by a barrier of about 3.5 eV. Here, the planar CI was asso-
ciated with subsequent interconversion to a bridged structure facilitating
loss of a H2 molecule whereas the twisted CI is supposed to lead to tor-
sional vibrations hindering this process. The dependence of the H/H2
ratio on the internal energy of the molecule that was observed in experi-
ment [181] was linked to the barrier between the planar and torsional CIs
and thus the opening of the torsional channel for higher internal energies.
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In contrast to theoretical studies, time-dependent experimental inves-
tigations on the femtosecond timescale have been rare so far and mostly
concentrated on the V state (ππ∗, about 7 eV excitation energy) dynamics
of ethylene [182, 175, 183]. In a recent study Tilborg et al. [184] presented
investigations on the ethylene cation C2H +

4 dynamics in an XUV-pump-
IR-probe scheme similar to ours. Their work focused on the delay of the
CH +

3 peak stemming from breakup of the C−−C bond after isomerization
of the ethylene cation to the ethylidene cation (HCCH +

3 ) configuration
and led to the estimation of an isomerization time of 50± 25 fs.

Here, we present a combined experimental and theoretical study of the
excited ethylene cation fragmentation dynamics with an improved tempo-
ral resolution on the order of few femtoseconds. This temporal resolution
allows us to observe unexpected dynamics in a broad set of fragments
and allows us to shed light on the control of the previously discussed
dissociation channels leading to loss of a hydrogen atom or molecule.

7.2 Experiment

We recorded delay-dependent ion mass spectra in a XUV-pump-IR-probe
experiment at the attoline [90] (Sec. 3.2.2) profiting from the high temporal
resolution of this attosecond beamline (see section Experimental Methods
and Fig. 7.3a)). We use attosecond pulse trains with photon energies in
the range of 20 to 30 eV (Fig. 7.3b)) to ionize ethylene molecules from the
ground state to different excited states of the cation C2H +

4 (Fig.7.3c)) and
probe the evolution of the nuclear wave packets on the PES by means of a
delayed IR probe pulse (photon energy 1.6 eV) of variable intensity.

The static ion yield resulting from ionization by the XUV pulses (Fig.
7.4) exhibits three dominant peaks of the cation C2H +

4 and the largest frag-
ments C2H +

3 and C2H +
2 accompanied by the smaller fragments that fea-

ture two orders of magnitude lower peak heights. The additional strong
peak at 4 u stems from ionization of He that we use as buffer gas with a
ratio C2H4:He of about 1:10. The static fragment distribution is in good
agreement with asymptotic measurements on ethylene at variable photon
energies that we use to estimate the initial population of the different ex-
cited states [186, 187] (Fig.7.3d)). To achieve a precise time zero calibration
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Figure 7.3: (a) Full harmonic excitation spectrum with peaks between 20 and 30 eV (solid line)
and spectrum limited below 24.5 eV by using a tin foil (dashed line). (b) Ionization from the
ground state (black) to a manifold of cation excited states (red) [185]. (c) Initial relative popula-
tion of the cation states calculated for both XUV spectra [186].

for pump-probe delay, we analyze the IR-induced oscillations in the He+

yield from the buffer gas in the region of temporal overlap [188] (Section
Experimental Methods) as shown in Fig. 7.5. The narrow 4ωIR contribu-
tion is therefore fitted with a Gaussian function.

In order to interpret the observed dynamics in the various fragment
yields, we apply and extend a model that has recently been introduced
for the description of ultrafast fragmentation dynamics of ethylene [184].
To account for the delayed population of IR-active configurations we fit the
acquired data with the sum of Gaussian functions convoluted with expo-
nential decays. We use sums of exponentially modified Gaussian functions
(EMGs) [189] as analytic approximation of this convolution. Each frag-
ment yield is fitted individually with a combination of a minimal number
of constituting EMGs necessary to reach a good agreement with the data.
We estimate the error of the obtained peak positions based on the fitting
error of the position of the Gaussian part of the convoluted fitting function
and find it to be ±3 fs for all peaks except for CH+ where it increases to
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±10 fs due to the noise level of this fragment data.

7.3 Results

In Fig. 7.6 we present the measured IR-induced relative ion yields as a
function of pump-probe delay for an IR intensity of 2.5×1012 W/cm2, a
delay step size of 2 fs and accumulation over an average of 20000 laser
shots per data point. The relative ion yield depicts the relative change
of each fragment yield induced by the IR probe pulse at a certain delay
with the XUV-only yield as reference. For positive delays the IR pulses
arrive after the XUV pulses. The data points of all ion yields that show
a dynamic behavior are plotted as markers together with their respective
fit that we use to extract the delay position of the peaks. Pleas note that
for the sake of clearness some curves have been shifted by an arbitrary
vertical offset that is indicated next to the data points. We observe diverse
dynamics in all ion yields with peaks that range from temporal overlap of
the pump and probe pulse up to about 60 fs.

Before turning to the discussion of the most important features in the
experimental data, we would like to study the dependence of the observed

100



7.3. Results

4

3

2
Fr

eq
ue

nc
y 

(!
IR

)

1.5

1.0

0.5

R
el

. I
on

 Y
ie

ld

20100-10
Delay (fs)

3

2

1

0

O
sc. S

trength (arb. u.)

1.2

0.8

0.4

150100500
Delay (fs)

 He+ Yield
 2!IR Osc.
 4!IR Osc.
 Peak Fit
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pump and probe overlap can be used to precisely calibrate the delay-zero [188]. For this, we per-
form a time-frequency analysis of the oscillating yield and use the confined 4ωIR contribution,
fitted by a Gaussian function, to calibrate the delay axis in our experiment.

ion yields on the pump and probe characteristics. We therefore perform
identical scans at decreasing IR intensities of 1.9, 1.2, and 0.6×1012 W/cm2

(Fig. 7.7a)-c)) and one additional scan for an excitation spectrum with
photon energies limited to below 24.5 eV less than the second ionization
threshold of ethylene at 30 eV in order to rule out possible contribution
from the dication (Fig. 7.7d)).

For the case of reduced IR intensities, we observe very similar shapes of
the fragment yields and unchanged time constants. The main difference
stems from the decrease in peak height of the features with decreasing in-
tensity. In order to characterize the IR probe process in detail, we extract
the peak height of the different relative ion yields as function of IR inten-
sity (Fig. 7.8). The height of the peaks shows a clear linear decrease with
decreasing intensity which indicates a probe process that is essentially
based on one-IR-photon transitions.
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The use of a filtered XUV spectrum below 24.5 eV strongly reduces the
total ion yield due to much lower XUV flux (25% maximal transmittance of
the employed tin foil) but also results in similar dynamics in the ion yields
compared to the case of excitation with the full spectrum. We can therefore
exclude contributions from the dissociation of ethylene dications due to
the proximity of the second ionization threshold to the highest photon
energies. This observation is in good agreement with the similarity of
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the calculated initial populations for both excitation spectra as shown in
Fig. 7.3d).

In this work, we concentrate our analysis on two main features in the
observed yields. One is the dynamics in the C2H +

4 , C2H +
3 , and C2H +

2 ion
yields that are closely linked through the dissociation channels leading to
the loss of a hydrogen atom or molecule. The other feature is the evolution
of the CH +

3 , CH +
2 , and CH+ yields resulting from breakup of the C=C

bond.

We observe a comparable behavior in the ion yields of the mono-carbon
fragments CH+, CH +

2 and CH +
3 that all exhibit maxima around 40 fs.

Among them, the presence of CH +
3 fragments is particularly interesting

since it is an unambiguous signature of the isomerization to the ethylidene
configuration and was previously used to extract the isomerization time
of the ethylene cation [184]. The extraction of the isomerization time in a
pump-probe experiment essentially constitutes a three-step process: The
ionization is succeeded by the isomerization to ethylidene CH−−CH +

3 via
a bridged or twisted-pyramidalized structure which takes place with a
certain time constant. This interconversion is followed by the IR-induced
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breaking of the C=C bond which might require an additional time delay
before the molecule reaches a configuration that is more susceptible to the
probe pulse.

Our observation of the peak in the CH +
3 yield thus restricts us to the

extraction of an upper limit for the isomerization time. In contrast to previ-
ous studies on the isomerization time [184] based on the same probe chan-
nel, we profit from our precise time-zero calibration, the time resolution
and the good statistics of our measurements. Therefore, we can use a fit
to the peak to derive an upper limit of the C2H +

4 to ethylidene CH +
3 −−CH

isomerization time of 30± 3 fs. After convolution with the instrument re-
sponse function, that is mainly given by the probe pulse duration, this
leads to the observed maximum yield at 40 fs.

A more fundamental process than the isomerization is the loss of one
or two H atoms after photoexcitation of the molecule. A signature of this
process in the static case are the two dominant peaks at masses of 26 u
and 27 u stemming from C2H +

3 and C2H +
2 , respectively (Fig. 7.4). In our

pump-probe experiment we observe delay-dependent features belonging
to these channels, namely the decrease in the C2H +

4 ion yield around
25 fs which coincides with peaks in the C2H +

3 and C2H +
2 yields. The

correlation of these channels and the boundedness of the features to the
early pump-probe delays suggest the following interpretation:

After ionization of the molecule by the XUV, a nuclear wave packet
evolves on the PESs towards the cation ground state. During its trajectory,
it passes a junction that leads to a statistical splitting with parts relaxing
to the ground state C2H +

4 on the one hand and to dissociative channels
leading to C2H +

3 and C2H +
2 on the other hand. The interaction of the IR

pulse with the nuclear wave packet at this specific configuration enhances
the branching ratio in favor of the dissociative channels. In our pump-
probe experiment this is visible as a depletion in the C2H +

4 yield and
simultaneous increase of the fragments C2H +

3 and C2H +
2 (Fig. 7.6). We

therefore demonstrate the control of this dissociation channel by means of
a delayed IR pulse at moderate intensities.
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Figure 7.9: Calculated population of the four lowest PES of the ethylene cation as a function
of time for initial excitation on the three lowest excited states D1 to D3. The calculations were
performed by the group of U. Rothlisberger (EPF Lausanne).

7.4 Simulation

In order to gain further insight into the dynamics of the excited ethylene
cation, the group of U. Rothlisberger (EPF Lausanne) performed trajec-
tory surface hopping (TSH) calculations based on time-dependent density
functional theory (TDDFT) and the 6-31G** basis set on the PBE0-TDDFT
level of theory using an initial population of 100 per excited state [190].
We verified a good agreement of the representation of the spectroscopic
states (X̃2B3u, Ã2B3g, B̃2Ag, and C̃2B2u) based on the neutral molecule
and the theoretical states (D0, D1, D2, and D3) calculated for the cation.
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The calculations allow us to link experimentally observed dynamics to the
evolution of the nuclear wave packets in the theoretical model. It is worth
noting that the experimental IR-induced changes are prominent, but still
affect only few percent of the overall dynamics that lead to dissociation
to C2H +

3 and C2H +
2 . Thus, only a small fraction of the evolving trajec-

tories is expected to be susceptible to the IR probe pulse, which renders
this analysis challenging. We calculate the initial population of the ethy-
lene cation states based on the experimental XUV spectrum [186, 187] and
find a population of above 95% confined to the cation ground state X̃2B3u

and the first three excited states Ã2B3g, B̃2Ag, and C̃2B2u (Fig.7.3d)). We
therefore concentrate our calculations on the excitation on the first three
excited states (D1, D2, and D3).

The temporal evolution of the nuclear wave packet on the different
states (Fig. 7.9) is in good agreement with recent calculations using the
AIMS method [179]. We confirm the fast relaxation of the majority of the
initial population to the ground state within the first 50 fs after excitation.
In contrast to this previous study, we start our calculations from the neu-
tral ground state (planar) geometry to comply with the experiment.

It has been shown that the lowest PES of the ethylene cation is involved
in the dynamics leading to the H or H2 dissociation [173, 172]. We find,
that it takes the nuclear wave packet about 20 fs to reach the cation ground
state PES starting with an initial excitation to the second or third excited
state. Therefore, an IR pulse arriving to this amount of time after the
excitation could possibly act on the dynamics and alter the fragmenta-
tion ratio. The experimentally observed delay of 25 fs for the IR-induced
fragmentation change is in good agreement with this relaxation timescale
observed in our theoretical model.

For a further analysis, we extract the dihedral twist angles [191] for
all calculated trajectories. In the case of the dihedral angles we observe a
rapid increase of the spread after an initially narrow excitation around 0◦

reflecting the planar geometry (Fig. 7.10(a)). For times later than 25 fs we
observe the excitation of torsional modes that are visible as a spread in
the dihedral angular distribution. The excitation of rotational vibrations
and the redistribution of energy along other coordinates could lead to a
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Figure 7.10: Calculated temporal evolution of the dihedral angle (a) and the maximal C-H
distances per molecule (b) after equal excitation on the first three excited states of the ethylene
cation. (a) At times between 25 fs and 50 fs, the distribution starts to spread over the whole
parameter space. (b) After excitation, the C-H bonds exhibit coherent oscillations until around
40 fs. The calculations were performed by the group of U. Rothlisberger (EPF Lausanne).

closing of the channel along the C-H stretch coordinate responsible for H
dissociation.

For the case of the C-H stretch coordinate, represented by the maximal
C-H distance for each molecule, we observe coherent oscillations up to
40 fs (Fig. 7.10(b)). Based on the period of these oscillation, the excited
molecule could oscillate twice along the C-H stretch coordinate within the
experimentally observed delay time of the IR-induced increase of the H
channel.

Additionally, we extract from our simulations the geometries of the
molecule when the wave packet undergoes a transition from one PES to
another (hopping). We present the distributions of C-H stretch coordi-
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Figure 7.11: Distribution of the maximal C-H distances (a) per molecule and the dihedral an-
gle (b) for initial excitation (Init) and hopping events to different PES (D0, D1, and D2). The
transitions to PES D0 occur favorably for stretched C-H coordinates and are confined to angles
around 0◦ and 90◦ . The calculations were performed by the group of U. Rothlisberger (EPF Lau-
sanne).

nates and dihedral angles of hopping events for transitions to different
PES together with the initial excitation geometry in Fig. 7.11(a) and (b).
We observe the largest C-H distances for the transitions D1/D0 to the
cation ground state, underlining the involvement of this transition in the
dissociation channel leading to loss of an H atom. For the dihedral angle,
we observe a partitioning of the hopping geometries to D0 around planar
and few events around twisted geometry in contrast to a broad spread
from 0◦ to 60◦ for the transitions to D2 and D1. From our calculations
we can see that for early times transitions to the ground state dominantly
occur close to the initial geometry (planar configuration). Just after 30 fs,
the twisted channel described by Suits and coworkers [179] with a dihe-
dral angle around 90◦ starts to play a role in the hopping to D0. This is
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supposed to be mainly due to the excitation of twist vibrations that open
this channel.

A complete understanding of the unique mechanism leading to the IR-
induced enhancement of the H/H2 dissociation channels requires a more
advanced theoretical study including the probe pulse. This is necessary to
identify the specific configuration of the molecule enhancing this dissocia-
tion channel. Experimentally, we demonstrated the use of the IR pulse as
a precise stop watch for the nuclear wave packet dynamics reaching this
specific region on the PES.

7.5 Conclusion

In summary, we present investigations of the ultrafast photodissociation
dynamics of the ethylene cation C2H +

4 excited by a XUV pulse train and
probed with a delayed near-infrared pulse. The recorded delay-dependent
fragment yields exhibit rich dynamics on timescales between 5 and 60 fs
that we link to calculations based on the TSH method in a PBE0-TDDFT
theory. We observe a localized IR-induced enhancement in the C2H +

3 +H
and C2H +

2 + H2 channels after 25 fs that we attribute to wave packets
reaching the conical intersection leading to the ground state X̃2B3u. Thus
we present experimental evidence for the ultrafast timescale of the relax-
ation processes and demonstrate the optical control of this dissociation
pathway. The peak of the CH +

3 ion around 40 fs, which is a signature of
the ethylene to ethylidene isomerization, allows us to pin-point an upper
limit of the isomerization time of 30± 3 fs. Our measurements represent,
to the best of our knowledge, the studies of fragmentation dynamics of
the ethylene cation with the highest temporal resolution thus far. They re-
veal dynamics on the timescale on the order of 10 fs that were previously
inaccessible due to larger instrument response times. Thus, our findings
pave the way for a comparison with more detailed theoretical analyses of
the fragmentation process in order to assign clear quantum trajectories to
the emerging fragment peaks.
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Chapter 8

Conclusion and Outlook

The results presented in this thesis cover four different aspects in the
frame of ultrafast ionization dynamics in atoms and molecules. These
aspects can be assigned to two different physical regimes, namely strong-
field ionization and single-photon excitation or ionization. Therefore, the
experiments used and improved upon two preexisting setups. The first
experiment is based on laser systems directly applied in the strong-field
experiments at wavelengths of 800 nm and 3.4 µm. The second setup is the
attosecond beamline “the attoline” based on the generation of high-order
harmonics of wavelengths between 15 and 70 nm. After shortly introduc-
ing the basic physical principles in Chapter 2, in Chapter 3 we presented
the experimental setups that were extended and applied in the frame of
this thesis.

In the first experimental part in Chapter 4, we conducted a study
of strong-field ionization in the long-wavelength regime at mid-infrared
(MIR) wavelengths. We therefore used a state-of-the-art OPCPA source
capable of delivering laser pulses at a wavelength of 3.4 µm with pulse
durations of 44 fs and energies up to 21.8 µJ. We applied these laser pulses
in the ionization of noble gases at intensities on the order of 1013 W/cm2.
We recorded the resulting photoelectron momentum distributions (PMDs)
by means of a velocity map imaging spectrometer optimized for the ac-
quisition of high-energy electrons. The resulting PMDs exhibited a clear
signature of non-dipole magnetic field effects visible as asymmetry along
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the beam propagation direction. We quantified this asymmetry as offset
of the peak of the distribution opposite to the beam propagation direction.
We also performed semi-classical calculations of the ionization process for
the experimental parameter range. The experimental observation could
only be reproduced by simulations by taking into account the dynamics
in the combined full electromagnetic and Coulomb potential. We there-
fore concluded that the onset of magnetic field effects at MIR wavelengths,
and thus the breakdown of the electric dipole approximation, occurs at
surprisingly low intensities. Long-wavelength laser fields are considered
to be a promising tool for the extension of table-top spectroscopy meth-
ods to the keV range with zeptosecond resolution [21, 22, 23]. Therefore,
our findings have important implications for the theoretical treatment of
ionization processes in the frame of high-order harmonic generation.

Further investigations of non-dipole effects in strong-field ionization in
the long-wavelength regime could cover possible asymmetries in the holo-
graphic or low-energy structure [19, 36] in 2D photoelectron spectra. This
structure contains information about the scattering of electron wave pack-
ets on sub-cycle timescales as well as Ångström length scales. As such it
constitutes a promising tool for investigations of molecular ionization dy-
namics. Additionally, a tomographic study involving different ellipticities
of the MIR pulses could potentially reveal the mechanism and the exact
contributions to the offset of the momentum distribution. Here, the full
3D momentum distribution is accessible and allows for the separate anal-
ysis of different regions of the momentum distribution, e.g., the isolation
of the central part.

The second part of this thesis covered experiments in the frame of at-
tosecond science. In Chapter 5 we demonstrated a new iterative scheme
for the complete temporal reconstruction of attosecond pulses based on
ptychography. A basic requirement for the measurement of ultrafast ion-
ization dynamics in atoms, molecules, and solid-state targets is the ex-
traction of temporal information of the pulses used in attosecond experi-
ments. Our new scheme for reconstruction is based on attosecond streak-
ing spectrograms as is the case for the established algorithms PCGPA and
LSGPA. Attosecond streaking spectrograms are photoelectron momentum
distributions resulting from ionization of a noble gas target in an XUV-IR
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cross-correlation measurement. It requires combining the field of a sin-
gle attosecond pulse and a time-delayed infrared pulse acting as a gating
function that modulates the final energy of the electrons. The temporal
information of the ionizing XUV pulse is encoded in this delay-dependent
spectrogram and can be extracted by reconstructing the spectrogram as is
the case of optical blind FROG measurements. The advantage of our new
ptychographic reconstruction scheme is its flexibility and the low require-
ments it imposes on the measured streaking spectrograms. In contrast to
PCGPA and LSGPA, it requires neither equidistant nor fine sampling of
the delay steps and functions even for data with a low signal-to-noise level.
We showed the robustness of the scheme towards coarse delay-sampling,
low signal-to-noise ratios and interference resulting from multiple attosec-
ond pulses. This was based on sets of simulated traces in a comparison
with PCGPA and LSGPA. We further proved its functioning and reliability
with an experimental streaking spectrogram. The ptychographic recon-
struction of attosecond pulses introduced in this thesis enables improved
results with reduced computational effort and allows for a faster complete
temporal characterization of attosecond pulses.

The release of this reconstruction algorithm as a free download paves
the way for broad applications in attosecond experiments where it will
prove its versatility. Possible extensions include the consideration of non-
constant ionization cross sections inherent in experimental data. This
could enhance the precision of the temporal characterization, assist ex-
periments involving attosecond streaking for the extraction of ionization
time-delays, and allow for this information to be measured.

In Chapter 6, we performed an attosecond quantum beat spectroscopy
study of helium excited states. To do so we applied a specially tailored
harmonic spectrum confined below the ionization threshold together with
a time-delayed infrared probe-pulse. We recorded photoelectron spectra
as a function of the XUV-IR delay and found clear oscillating quantum
beat signals differing in frequency and phase. We were able to assign
these signals to the involved excited states based on a time-frequency
analysis. We presented calculations of the time-dependent Schrödinger
equation matching the experimental parameters and found a very good
agreement between the experimental and theoretical photoelectron spec-
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tra. The calculated photoelectron spectra revealed an angular dependence
of the quantum beat amplitudes. This results from the difference in par-
ity of the final states involved as well as contributions from a coupling
of the np to dark s and d states in the pump-probe overlap. We proved
this emission anisotropy in the experiment by switching the CEP of the
IR probe pulse by π which effectively inverted the detection direction of
our time-of-flight detector. We demonstrated that the angular dependence
can successfully be exploited in a scheme where the CEP and the delay of
the IR field is used to control not only the amplitude but also the photo-
electron emission direction at energies involving final states with different
parity. Our findings provide the first evidence of anisotropy in the quan-
tum beat signal that was previously assumed to be isotropic [28].

For future studies, the demonstration of direct-ionization-free attosec-
ond quantum beat spectroscopy of states with energies in the XUV range
opens the way towards applications in molecular systems [192]. This in-
cludes attosecond quantum carpet spectroscopy with attosecond precision
and picometer resolution [169].

In Chapter 7 we presented a study of ultrafast fragmentation dynamics
of the ethylene cation C2H +

4 after excitation with an XUV pulses below
the second ionization threshold of ethylene. In order to conduct this ex-
periment, we extended the attoline for applications in photoion detection
by means of ion-mass spectrometry based on a time-of-flight spectrom-
eter including a repeller electrode. First, we ionized ethylene molecules
by XUV pulses leading to the population of the first three excited cationic
states. Next, we probed the evolution of the resulting nuclear wave packet
by an IR-induced transition to different dissociative channels. We were
therefore able to resolve dynamics in the fragment ion yields with un-
precedented temporal resolution. We demonstrated the optical control of
a channel leading to enhanced dissociation and the expulsion of H and
H2 at a pump-probe delay of about 25 fs. Additionally, we were able to
pin-point the isomerization time to ethylidene to 30± 3 fs in agreement
with the previously observed isomerization time of 50± 25 fs. Our find-
ings yield direct insight into the ultrafast relaxation, isomerization and
fragmentation dynamics of ethylene and pose new challenges for the the-
oretical description of dynamics in excited hydrocarbon systems.
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Further investigations of the ionization dynamics of ethylene could in-
clude kinematically complete measurements of the resulting fragments,
e.g., in a COLTRIMS apparatus [68]. This would allow the extraction of the
delay-dependent fragment momenta and kinetic energy release as addi-
tional parameters for the reconstruction of the nuclear wave packet dynam-
ics. One challenge for such measurements based on coincidence detection
is the requirement of good statistics and thus long acquisition times and
high-repetition sources with repetition rates in the MHz regime [193, 194].

To conclude, this thesis presents advancements in the understanding
of atomic and molecular ionization dynamics centered around elementary
prototype systems. It opens promising paths for future studies and the
extension of the applied techniques to more complex structures in combi-
nation with sophisticated theoretical models.
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